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Chair: Yong Wang 

 

Nuclear Magnetic Resonance (NMR) stands as an invaluable non-destructive technique to probe 

catalytic materials. The rise of in situ NMR has enabled detailed structural analysis of materials 

under tightly controlled conditions that are relevant for the chemistry of interest. Herein, the 

utilization of such technology has been described as it pertains to supported oxide catalysts—in 

particular, supported vanadium oxide materials. Metal oxides are notoriously challenging to 

characterize due to the distribution of species (monomer, dimer, polymer, and bulk oxides) they 

possess, often under the same conditions, as well as their sensitivity to the chemical environment 

surrounding the active center. 51V NMR is extensively used to understand the structure of 

vanadia-based catalysts under different environmental conditions. Dehydrated structures are 

analyzed for silica, titania, and titania/silica supports where the active structures for emissions 

controls applications are proposed. Vanadia materials under hydrated conditions are also 

considered where dramatic changes in the surface species towards both less support-coordinated 

structures and oligomers are present. Dry materials which have previously experienced harsh 

hydrothermal treatment or have undergone reaction cycles are shown to redisperse on the 
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surface, including dispersion of the bulk V2O5 oxide phase after a single redox cycle of ethanol 

oxidative dehydrogenation. Finally, the interactions of water and other small molecules with the 

acid sites of MFI zeolite under strictly controlled environments are explored by monitoring both 

the interacting chemical constituent and the active site of the oxide. In each case, a firm control 

over the environment of the materials has enabled the observation of the catalysts under relevant 

conditions to better understand the nature of the active species. These studies represent a 

foundation for the wealth of information in situ NMR is capable of providing to the 

understanding of catalytic systems.  
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CHAPTER ONE: INTRODUCTION 

For nearly 300 years, catalysts have been a vital component of industrial operations. It is 

estimated that a catalyst is involved at some stage in the manufacturing of nearly 90% of all 

commercial products and chemicals. The market size for the catalyst materials alone was 

approximately $25 billion in 2018 and projected to expand by 4.5% annually.1 The combined 

value and growth are a clear indication of the importance of these materials for a variety of 

applications. With such extensive societal value, there exists a strong desire to understand the 

fundamental principles behind these catalytic materials to rationally guide the development of 

new materials for improved energy and atom efficiencies with mitigated environmental impact. 

Extensive efforts to understand these systems have relied upon a variety of methods to 

characterize materials and probe reaction mechanisms. Spectroscopic techniques are of great 

interest due to their potential ability to detect surface structures or reaction intermediates and 

direct observation of the interactions between substrates and catalysts. Combining a variety of 

techniques is often essential to gain a complete view of the catalyst system. One powerful 

technique which will be a central focus of this work is Nuclear Magnetic Resonance (NMR). 

NMR probes the nuclei of molecules exposed to the magnetic field in a non-destructive and 

quantitative fashion. By noting the chemical environments of these nuclei, one can gather useful 

structural information to aid in addressing related scientific questions. Furthermore, NMR’s 

ability to quantitatively detect many of the nuclei commonly present within organic molecules 

(1H, 2H, 13C, 14N, 15N, 17O, 19F, 31P) makes it an attractive option to supplement other 

spectroscopy techniques when in situ detection is desired. Thus, NMR can help elucidate the 

structure-function relationships involved in catalyst systems via providing the information on 

structural aspects and reactive properties of catalyst materials, reaction pathways involved, or, in 
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some cases, kinetics analyses. Advancement to truly in situ conditions comes with its own set of 

challenges, however. Herein, the foundations of this spectroscopic technique will be laid out and 

advances in technology for in situ NMR will be described in Chapter 1. In subsequent chapters, 

efforts to study materials under controlled environments for a deeper understanding of oxide 

systems will be described. The studies are centered on understanding to the structure of active 

sites under controlled environments, in particular as they pertain to vanadium oxide catalysts, an 

important class of materials for industrial catalysis science applications including emission 

abatement, selective oxidation of hydrocarbons, and sulfur dioxide oxidation. Chapter 2 will 

explore the dry structure of vanadium oxide materials, including published work on silica-

supported vanadium oxide and promoted vanadium oxide materials for selective catalytic 

reduction (SCR) to identify the active surface structures. Efforts to understand how the surface 

anchoring sites may play a role in the structure of vanadia are described as they pertain to 

dominant-facet titania and bi-layered, TiO2-SiO2 supports. In Chapter 3, the effects of moisture 

are briefly explored for silica- and titania-supported catalyst, including the evolution of surface 

species with hydrothermal treatment. Chapter 4 extends the application of in situ NMR to 

explore the evolution of solid-acid active site structures under controlled environments. The 

results herein represent advances in both the understanding of these catalyst systems as well as 

methodology in the characterization of catalyst materials. 

1.1 Foundations of MAS NMR 

 Nuclear magnetic resonance spectroscopy (NMR) serves as a non-destructive tool in 

characterizing samples across an array of applications. This spectroscopic technique operates by 

the detection of emitted electromagnetic radiation, typically in the range of 10 MHz to 1GHz 

(radio waves). This interaction stems from two properties of atoms, nuclear magnetism and 



3 

nuclear spin. Nuclear magnetism is a weak property that dictates a nuclei’s interaction with 

magnetic fields. The nuclear spin state is a vector quantity that refers to the relative direction of 

the magnetism induced by the motion of a charged particle (a spinning nucleus). These two 

properties can be exploited to better understand the environment around the nucleus of interest 

for nuclei of non-zero spin. In the absence of a magnetic field, the nuclear spins are randomly 

oriented and degenerate to each other. Upon exposure to a magnetic field, spin states are either in 

alignment with or against the applied external magnetic field, causing an energy separation 

known as the Zeeman Effect (Figure 1.1). High energy spin states oppose the magnetic field and 

low energy spin states match alignment. The distribution of these species is a thermodynamic 

equilibrium which can be described by a Boltzmann distribution (Eq. 1). 

 

 𝑁𝑢

𝑁𝑙
=  𝑒−∆𝐸/𝑘𝑇 

Eq. 1 

 

Where N is the population of the spin states in the upper and lower energy levels, ΔE is the 

energy difference between the two states and k is the Boltzmann constant. NMR takes advantage 

of this equilibrium by exciting a nucleus and recording the response. 
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Figure 1.1. Representative scheme of the Zeeman Effect. 

 

 To understand the excitation-relaxation process, it must be understood that the spins have 

an angular frequency of precession around the external magnetic field.2 This frequency is known 

as the Larmor frequency, and it is characteristic of the nucleus via the gyromagnetic ratio (γ) and 

proportional to the external magnetic field (B0) as shown in Eq. 2. This same angular frequency 

relates to the energy difference between the spin states as shown in Eq. 3. 

 

 𝜔0 = 𝛾𝐵0 Eq. 2 

 
𝜔 = 2𝜋𝑣 =

∆𝐸

2𝜋ℎ
 

Eq. 3 

 

This difference in energy between the two states dictates the ratio of population states 

through a Boltzman distribution (Eq. 1). By applying a radio field pulse near the frequency 
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corresponding to this energy difference, low-energy spins can be flipped to a high energy state, 

generating a precessing transverse magnetization. The rotating magnetic movement creates a 

magnetic field that is also rotating and generating an electric field. This field modulates the 

electrons in the NMR detection coil and this oscillation is recorded as the free-induction decay 

(FID) of the NMR spectrum, which can be further processed to generate an NMR spectrum. 

Small changes to the local structure around the nucleus will slightly alter the energy of the 

precession, resulting in contrasting chemical shifts of different species and enabling detection of 

different species in the spectrum. Due to the low abundance of the excited, low-energy spin 

population, the resulting signal is quite small. This insensitivity may be compounded by low 

gyromagnetic ratios and a small natural abundance of the NMR-active isotope. The relatively 

low sensitivity of NMR compared to other spectroscopic techniques is one of the greatest 

challenges to the wide utilization of MAS NMR, in addition to the high resource needs. 

 The signal generated by the excited spins eventually subsides, necessitating repeated 

scans for improved signal distinction above the noise generated by thermal motions of electrons 

in the receiver coil. The two relation mechanisms are described by spin-lattice (T1) and spin-spin 

(T2) relaxation. Spin-lattice relaxation refers to the tendency for the parallel component of 

excited spins to relax back to thermodynamic equilibrium as energy is dissipated. Spin-spin 

relaxation accounts for longitudinal relaxation due to dephasing of spin states as they interact 

with each other. In practical terms, it takes approximately five spin-lattice relaxation time 

constants (T1) for the system to reach thermodynamic equilibrium and become ready for another 

radio frequency (RF) pulse.  
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Two typical pulse sequences are shown in Figure 1.2. A single pulse experiment, such as 

the depicted 13C SP sequence, will consist of a recycle delay to ensure all nuclei are relaxed, an 

RF pulse to excite the nuclei, and a detection period where decoupling may be present on another 

probe channel to minimize the effects of J-coupling. This pulse will provide information on all 

carbon species present, provided the abundance is sufficient for detection (given that the natural 

abundance of 13C is 1.11%). A second pulse sequence commonly employed is that of cross-

polarization (CP). In this sequence, an abundant and sensitive nucleus is excited, and the energy 

is transferred to a less abundant nucleus to enhance the detected signal. In the depiction, protons 

(99.985% 1H naturally) are excited with an RF pulse. A contact pulse is then applied to both the 

1H and 13C channels to match their respective frequencies according to the Hartman-Hahn 

condition (spin-locking). This contact pulse enables polarization transfer from 1H to nearby 13C 

nuclei typically resulting in increased signal strength and faster repetition since the high γ 1H 

nucleus relaxes faster. 

Due to the necessity of spins to be adjacent and locked, the cross-polarization pulse 

sequence only detects those species which are fairly rigid and in close proximity to the excited 

nuclei. A species in free motion will not efficiently transfer the energy, thereby resulting in no 

observed signal. As such, the CP pulse sequence is employed to detect and enhance the signal of 

surface-immobilized species, a feature useful in heterogeneous catalysis where the interactions of 

interest take place on the surface. 
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Figure 1.2. Representative NMR pulse sequences. 

 

To conduct detailed studies on solid samples with an enhanced quantity of spectral 

resolution, a technique known as magic angle spinning (MAS) is required.3-4 MAS addresses the 

orientation-dependent (anisotropic) interactions of NMR by spinning the sample about the magic 

angle—54.7356° with respect to the magnetic field—which dramatically narrows the lines 

observed in solids and introduces side bands to the spectra from spin echos.5 The line narrowing 

arises from the mathematical formulation of the Hamiltonian, which represents the energy of the 

interaction between the spin and magnetic field. Further details are available elsewhere6-7, but 

representative Hamiltonians which make up the operator for NMR are shown in Eq. 4 (chemical 

shift, scalar coupling, J-coupling, quadrupolar of the nth order, knight shift, paramagnetic, etc.).1 

                                                 
1 J-coupling results from through-bond interactions in which the spin state of a nearby nucleus perturbs the spin of 

the reference, giving rise to peak splitting; knight shift arises in conducting solids where the presence of a magnetic 

field splits the energy of conduction electron spins states and induces a magnetic moment on the nucleus; 

paramagnetic coupling refers to additional magnetic fields generated at the nucleus by localized unpaired electrons. 
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Under this condition, the directionally dependent interactions can be reduced to simulate the 

Brownian motion realized by liquids. This results in an averaging of the chemical shift to reveal 

an isotropic chemical shift, and dipolar interactions arising from the two magnetic dipoles in 

close proximity are reduced to zero. Similarly, quadrupolar interactions can be reduced, but only 

those of odd order (Q1, Q3, etc.) . 

Though quadrupolar interactions are not eliminated entirely, the broadening induced by 

quadrupolar interactions is dramatically reduced by MAS. This principle and value are derived 

from the fundamental quantum mechanics-based mathematical description of these interactions, 

which have an angular dependency with respect to the magnetic field of 3cos2θ-1. At the magic 

angle, this term is reduced to zero, canceling out the interactions. 

 

 Ĥ = Ĥ
𝑍𝑒𝑒𝑚𝑎𝑛

+ Ĥ𝐶𝑆 + Ĥ𝐷𝐷 + Ĥ𝐽 + Ĥ𝑄
𝑛

+ Ĥ𝐾 + Ĥ𝑃 ∙∙∙ Eq. 4 

 

Though the primary concern herein lies with changes in chemical shift as samples are 

modulated, in some cases the species change over time and this change can be monitored by 

NMR. Typically, the temporal resolution is highly dependent upon the sensitivity of the nucleus 

and its abundance in the system. For time-resolved 1H spectra, for example, spectra can often be 

generated on the order of seconds. This will provide snapshots of the average chemical 

environments of molecules during the experiment. For a less sensitive nucleus such as 13C, 

repeated scans may take several minutes or days in the case of supported vanadia catalysts. NMR 

is also capable of probing shorter time domains as depicted in Figure 1.3. In addition to the 

chemical shift value describing length-based information about the chemical environment over 
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time, the linewidth of a given signal provides the dynamic properties of a molecule, such as the 

rotational and translational behaviors. This motion is partially related to the interchanging of 

species environment, termed chemical exchange. A given nucleus may sample a range of 

magnetic environments over the course of an NMR pulse, such as a ligand exchange. The 

resulting NMR spectrum can provide kinetic information regarding the rate of this exchange. The 

concept is analogous to the uncertainty principle whereby the uncertainty in the resonance 

frequency is inversely proportional to the lifetime in a given state. A high rate of exchange 

means that the lifetime in a given state is low and the resonant frequency is apparent. The limits 

of detecting the chemical exchange rate are determined by the difference in frequency between 

environments, and thus the nucleus and magnetic field according to Eq. 5. 

 

𝜏𝑐𝑜𝑎𝑙𝑒𝑠𝑐𝑒𝑛𝑠𝑒 = (√2𝜋∆𝑣)
−1

= 𝑘−1
 

Eq. 5 

 

Δν difference in frequency between the environments. For a slowly exchanging process, 

each resonance will be well-resolved. Higher exchange rates will broaden the lines of each 

species and stimulate the migration of them towards the weighted average signal location. When 

the exchange rate reaches an order of magnitude higher than the frequency difference between 

the species, the resonances are averaged to a single broad line, which progressively narrows to a 

sharp resonance as the exchange rate reaches three orders of magnitude higher than the 

difference in the frequencies. Random molecular motions related to translation, rotation, and 

vibration can also be measured by the T1 and T2. This can be extracted by relating the measured 

relaxation time constants to the correlation time τc (Eq. 6 and Eq. 7). Scalar coupling (dipole-
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dipole coupling) can provide the threshold for the molecular motion to different environments; 

for example, if the lifetime of the species in a given environment is short compared to the inverse 

of the coupling constant, no coupling will be observed in favor of a single resonance. Chemical 

exchange rates can be measured by assessing the frequency differences between two species that 

are exchanging. Further details on the determination of these rates are available in a related work 

by Hu, Jaegers, Hu, and Mueller8 or in Appendix K: Publication – In situ and Ex Situ NMR for 

Battery Research. 

1

𝑇1
=

3

160

𝜇0𝛾4ħ2

𝑟6
[

𝜏𝐶

1 + 𝜔2𝜏𝐶
2

+
4𝜏𝐶

1 + 4𝜔2𝜏𝐶
2

] 
Eq. 6 

1

𝑇2
=

3

320

𝜇0𝛾4ħ2

𝑟6
[3𝜏𝐶 +

5𝜏𝐶

1 + 𝜔2𝜏𝐶
2 +

2𝜏𝐶

1 + 4𝜔2𝜏𝐶
2] 

Eq. 7 

 

 

 

Figure 1.3. Sketch of the time scales available for probing via NMR. 

From Hu, Jaegers, Hu, and Mueller, Journal of Physics Condensed Matter 2018 30, with 

permission from IOP Science. 
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1.2 Development of in situ NMR: A Brief Review  

Based on Nicholas R. Jaegers, Mary Y. Hu, David W. Hoyt, Yong Wang, and Jian Zhi Hu; 

“Development and application of in-situ high-temperature, high-pressure magic angle spinning 

NMR” In: G. Webb Modern Magnetic Resonance, 2nd edition, Springer, Cham DOI: 

10.1007/978-3-319-28388-3_93 

 

To provide fundamental insights on catalytic systems, spectroscopic methods are 

extensively utilized to provide thorough insight on the species or properties present in that 

system. There exists a strong desire to measure these systems under the conditions at which the 

reactive transformations take place for observation of the chemical species under relevant 

conditions. Since chemical species are often highly dependent on their chemical environment, 

observation of detailed structural information under realistic reaction conditions has prompted 

improvements to NMR technology that enable measurements under harsher conditions than 

those possible with commercial NMR technology. The quality of spectra acquired, and thus the 

information acquired from solid samples, has been substantially enhanced by magic angle 

spinning (MAS) NMR; however, methods that permitted high-pressure environments were not 

reported for decades after the development of MAS.3-4 Without such technologies, systems that 

are strongly impacted by the chemical environment, such as trace water leaking into the rotor 

from purge gas or a temperature- or pressure-dependent structure, are hindered. The critical need 

to develop in situ MAS NMR techniques was clearly identified to provide relevant spectroscopic 

information to mirror the relatively harsh conditions of catalytic chemistry.  



12 

Early advancement of in situ NMR technology was mired by an array of technical 

challenges. In particular, the NMR rotor has to withstand the conditions present within its walls 

as it performs several thousand rotations per second. Metallic sample cells may be an attractive 

option to withstand high pressures, but they are unusable due to the generation of powerful eddy 

currents from spinning metal in a magnetic field. This limits the construction to materials such as 

glasses, ceramics, and plastics. Work from the 1990s and early 2000s utilized flame- or epoxy-

sealed Pyrex tubes inserted into commercial rotors to probe the chemistry of polymers 

plasticized by dense gases.9-11 Due to the fragility of the glass insert, this format experienced 

challenges in exceeding 70 bar of internal pressure. It was further impossible to reuse or open the 

glass cell to charge additional material, limiting the ease of use and applications to a variety of 

chemical systems and encouraging advancement of technologies based on other materials and 

designs. 

Polymer-based PEEK™ and Delrin™ inserts were also employed to enhance the 

operational range of NMR. These capsules were fitted inside a regular ceramic rotor sleeve and 

could retain 70 bar of pressure, but dramatic chemical penetration of CO2, N2O, and CH3F into 

the polymer material was evident, which decreased the pressure over time and contributed to 

background signals.12-13 Further pressure limitations (40 bar) were also encountered when MAS 

rates reached several kilohertz due to the difficulties in fabricating a high-pressure sealing 

mechanism on small rotors. This method was hindered by severe carbon and proton background 

signals that convoluted analysis of the NMR samples. The prevailing limitations of polymer- and 

glass-based NMR rotors led researchers to employ ceramic materials for high-temperature, high-

pressure (HTHP) applications of MAS NMR.  
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The initial design of high-pressure, high-temperature, MAS-capable ceramic rotors 

utilized commercial NMR zirconia rotors fit with custom components.14 As shown in Figure 1.4a 

and the development outlined in Figure 1.5, standard ceramic zirconia sleeves (1) and 

commercial drive tips (e.g., Kel-F or Vespel) (2) were joined. The internal sleeve walls above 

and below the sample space were roughened and an epoxy was applied to tightly bind the PEEK 

bushings (4, 5) to the interior surface of the sleeve. A removable TORLON plug (7) and valve 

adapter (6) were threaded into the bushings on each side and sealed with O-rings. The sample 

cell could then be sealed by inserting the TORLON valve (8) and threading it into place, a 

reversible process that allowed for relatively simple recharging or modulation of the cell 

environment.  

 

Figure 1.4. High-pressure, high-temperature rotors developed for in situ NMR. The first generation (A) is shown 

constructed, with an internal view of the fit and matched components and the valve. The modified version of the first 

generation (B) is portrayed constructed, exploded, and with an internal view of the matched/fit components. The 

second generation (C) includes an assembled external view, an exploded interpretation, and an internal depiction. 

The third generation (D) is shown with a constructed depiction, exploded perspective, and an internal view of the fit 

components. 
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These and the below images are adapted from the Journal of Magnetic Resonance, vol. 212, D. 

W. Hoyt et al., “High-pressure magic angle spinning nuclear magnetic resonance,” pp. 378–385, 

2011 and Journal of Magnetic Resonance, vol. 226, R. V. F. Turcu et al., “Rotor design for high 

pressure magic angle spinning nuclear magnetic resonance,” pp. 64–69, 2013 with permission 

from Elsevier, Angewandte Chemie International Edition, vol. 53, A. Vjunov et al., “Following 

Solid-Acid-Catalyzed Reactions by MAS NMR Spectroscopy in Liquid Phase—Zeolite-

Catalyzed Conversion of Cyclohexanol in Water,” pp. 479–482, 2014 with permission from John 

Wiley & Sons, Chemical Communications, vol. 51, J. Z. Hu et al., “Sealed rotors for in situ high 

temperature high pressure MAS NMR,” pp. 13458–13461, 2015 with permission from The 

Royal Society of Chemistry, and Modern Magnetic Resonance, Jaegers et al. “Development and 

Application of in situ MAS NMR” with permission from Springer. 

 

Figure 1.5. Development of in situ MAS NMR rotors and the associated operating limits and drawbacks. 
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The sealing valve for this original model also contained an off-center needle hole to allow 

for the injection of high-pressure liquids and quick sealing by turning the valve less than one 

quarter turn without altering the pressure inside the cell. A high-pressure loading chamber 

accompanied the design to allow for the loading of fluids and subsequent sealing under a high-

pressure, controlled environment.14 An improved version of this loading chamber designed to 

work with the current generation of in situ NMR rotors will be described below. Enhanced 

spectral signals were realized by this design owing to the large sample volume allowed by its 

configuration. For example, the original 9.5 mm OD rotor featured a sample volume of 350 μl. 

To estimate the limits of pressure for structural integrity, the two contributions to the effective 

pressure inside the rotor—centrifugal force (FC) and sample pressure (PS)—must be accounted 

for. These contributions are estimated by Eq. 8, where R1 and R2 are the inner and outer rotor 

radii, respectively, and ω is the rotational frequency in radians per second. 

 

 
𝑃𝑇 = 𝑃𝐶 + 𝑃𝑆 =

𝐹𝐶

𝐴
+ 𝑃𝑆 =

(𝑅2
2 − 𝑅1

2) ∗ 𝜌 ∗ 𝜔2 ∗ 𝑅2

2 ∗ 𝑅1
+ 𝑃𝑆 

 

Eq. 8 

Given the tradeoff between spinning rate and sample pressure, this design allowed for 360 bar of 

internal pressure spinning at 3.5 kHz before the rotor sleeve would fracture. The TORLON valve 

adapter is the least pressure-resistant component, experiencing a breaking pressure of 344 bar 

with test helium charging. It demonstrated stable operation at 165 bar and 2.1 kHz with only a 

19% loss of internal pressure over 72 hours. 

Though the TORLON valve design highlighted improvements to the state of the art, two 

design challenges required improvement for widespread application in the research community: 
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the failure point of the valve adapter at high operating pressures and the spinning limitations due 

to the relationship between spinning rate and sample pressure. Operating at high pressure 

conditions severely limits the rotation rate and causes detrimental peak broadening or sideband 

overlap in the NMR spectra. A second iteration of the first design (Figure 1.4b) addressed the 

former challenge by incorporating sealing plugs (3, 5) that thread directly into the bushings (2) 

and compress an O-ring as the sealing surface rather than a valve adapter.15 Standard 7.5 mm 

zirconia MAS rotors (1) and spin tips (4), which could operate at pressures of up to 200 bar 

while spinning at 6 kHz, were employed for this design, drastically improving the quality of the 

acquired spectra as associated signal due to the slightly larger sample volume of 446 μl. The 

break point for this design remained the plastic sealing mechanism, but it still made 

improvements over previous iterations where only a 12.5% reduction in spectral intensity was 

realized after 90 hours of operation. 

A revised rotor design was created to further improve the operational range of the system. 

Previous designs were limited to temperatures of 100°C due to degradation of the adhesives at 

elevated temperatures. This new cell design, depicted in Figure 1.4c, utilized a commercial 9.5 

mm ceramic sleeve (1) and spin tip (2) as before. In contrast to valve adapters, a custom ceramic 

insert (3) was fitted into the rotor sleeve to form the sample cell.16 This insert was threaded at the 

top to allow sealing with a plastic screw (6) pressing down on an O-ring (5) exhibiting high 

thermal resistance. High-temperature glue extended this rotor’s operational range to 180°C and 

could withstand pressures of 10 bar at 2.4 kHz. While this design improved upon the operational 

flexibility through enhanced thermal resistance and mechanical strength, the adhesive and the 

end of the plastic screw fell within the detection area of the RF coil, contributing to background 

signals in the 13C and 1H channels. Additionally, the sample volume was limited to just 220 μl, 
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increasing experimental time by a multiple of four over previous generations of high-pressure 

rotors to achieve the same sensitivity. The crucial necessity to improve this serious issue led to 

further developments. 

A third major improvement to rotor technology was formulated to address the drawback 

of sensitivity and continue propelling the technology to withstand harsher sample conditions. 

The modern design features maximum mechanical strength, chemical resistance, and temperature 

independence by fully utilizing ceramics.17 In this design (Figure 1.4d and draft document 

example in Appendix A: Equipment Schematics), all components save the sealing O-ring and 

spin tip are fabricated high-mechanical strength ceramics. The main body rotor sleeve is a 

cavern-style rotor with a ceramic cylinder cut out on the bottom to accommodate a commercial 

spin tip. The top end also contains a cavity partially bored into the rotor to allow a solid, ceramic 

barrier between the sample and spin tip spaces. No additional spacer is required to maintain 

sample location as in standard rotors. The top is threaded to allow for a ceramic cap to be 

securely screwed into the rotor sleeve with a hexagonal head where it seals the vessel by pressing 

either one or two O-rings. Reverse threading is employed to ensure MAS does not loosen the 

cap. This simple design is suitable for a wide range of rotor sizes and has been demonstrated for 

9.5 mm, 7.5 mm, 5.0 mm, 4.0 mm, and 3.2 mm. These rotors house large sample spaces of 

approximately 430 μl, 350 μl, 75 μl, 40 μl, and 20 μl, respectively. All sizes are suitable for 

operation up to at least 100 bar and 250°C, a notable increase in operational potential. The 

current operational restrictions primarily stem from probe technology limitations in sample 

heating. 
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A complimentary technology was recently developed that substantially reduces 

production resources through the use of snap-in features that fit directly within a commercial 

rotor sleeve.18 This WHiMS MAS rotor (named after the primary inventors) avoids the need for 

specialized loading equipment through the use of a check valve for gas loading in a simple 

chamber, such as a capped stainless steel tube. This rotor can withstand 275 bar of pressure and 

325ᵒC. Both contemporary designs are quite similar in operational viability, having a scalable 

size (rotor sizes from 4 mm to 9 mm) and sample volumes of ~400 μl for the 7.5 mm OD 

iterations. The preparation of solids and liquids in the rotors is nearly identical and sealing for 

both is dependent on a force applied to an O-ring through either direct threading compression 

(all-zirconia) or radial compression (WHiMS). The largest difference in these rotors comes from 

the required resources and the flexibility of sample preparation, where the all-zirconia rotors 

necessitate additional resources to produce and operate, but offer enhanced flexibility of sample 

preparation over the WHiMS configuration. 

In short, the WHiMS rotor takes advantage of a check valve to maintain the pressurized 

atmosphere within the vessel and charges gas by exposing the rotor exterior to a high-pressure 

environment. Gases can be sequentially added to the desired makeup, including adding more gas 

after a measurement to save time and maintain consistency in solid sample preparation. The 

external gas pressure must simply exceed both the internal pressure and the pressure required to 

open the check valve (~10 bar). A specially designed rotor loading chamber is required to charge 

the all-zirconia rotors with a gas atmosphere. The gas atmosphere can be customized with 

varying pressures (from vacuum up to >2,000 psi), temperatures (ca. <0 to >100ᵒC), and 

compositions. When the conditions are satisfactory, an externally-magnetically coupled cap 

screwdriver opens the threaded rotor cap fixed within the chamber to allow the rotor to take in 
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the prepared environment. The magnetic coupling enables a tight seal without the need for 

rotating surfaces to hold the internal pressure. Though such a dedicated system is resource 

intensive, the modular nature of the interior enables rotors from 9.5 mm to 2.5 mm to be used in 

the same system while requiring fewer additional resources. Further, simplified versions of the 

loading chamber (such as the example depicted in Appendix A: Equipment Schematics) can be 

more easily produced. As such, the complementary technologies of all-zirconia and WHiMS 

designs offer options either for preparation convenience with fewer resource requirements or for 

fine control of the internal environment of the rotor with additional required equipment. More 

complete details regarding the loading chamber can be found in Appendix A: Equipment 

Schematics.  

Though batch-like NMR systems have agreed with batch reactor systems well in terms of 

reactivity, energetics, and product distribution19, matching the flow characteristics of a fixed-bed 

reactor remains in a state of infancy. Challenges exist in maintaining a seal for metered gas flow 

while spinning to improve spectral quality. To take advantage of the spinning, some rotor 

designs have been utilized that allow for flow during sample rotation.20-26 Substantial challenges 

regarding the utilization of these rotors for operando measurement exist. The absence of a gas-

tight seal between the injection line and the rotor allows product and reactant gases to escape the 

system without coming into contact with the catalyst bed and/or analysis in some cases, and 

channeling becomes a concern due to the high spinning frequencies employed which push even 

well packed beds to the rotor walls away from the axial tubes. The application of vacuum to the 

downstream side of the catalyst bed has also been implemented to promote better flow,27 but 

much gas still escapes; resultantly, residence times are high and the flow profile poorly 

resembles plug flow conditions. Alternative designs have used ceramic bearings to help reduce 
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the effect of the drive and bearing gas interfering with the flow design, but these still 

demonstrate backflow.28 Furthermore, channeling due to the fast rotation leads to some gases 

passing through with minimized exposure to the catalyst bed, further complicating comparisons 

to a plug flow reactor.  

Another attempt to rectify the differences between a flowing and spinning reactor led to 

the development of the magic angle hopping technique.29 Flexible tubing was employed to 

provide a gas-tight seal and allow the rotor to spin at discrete, fractional rotations at the magic 

angle. This technique allowed for the production of 2D spectra that represent the isotropic and 

anisotropic dimensions without a gap in the transfer lines30; however, due to the complexity of 

the pulse sequence and strict timing required for the mechanical rotation, concerns regarding 

sensitivity and extended measurement time have hindered its application. 

In recognition of the importance of reproducing fixed-bed reactor conditions inside the 

magnet for direct comparison to reactor studies, attempts to replicate plug-flow conditions during 

NMR measurement were made. Herein, the design and implementation of static, flow-through 

NMR measurements to attempt to quantify surface species observed during the reaction is 

described. To accomplish this goal, a drop-in, flow-through NMR cell has been designed to meet 

the standards of a typical plug-flow reactor and conform to the existing probe setup. The cell 

incorporates internal components that rest just outside the magnetic detection coil. As can be 

seen from the simulated velocity profile in Figure 1.6, gaseous reactants travel down a central 

tube of 0.8 mm in diameter before traveling though the conical section at the bottom, which 

directs the flow through the gas dispersion channels spaced around the central axis. From there, 

gas enters an annular catalyst bed, then travels through the upper gas channels (offset 30ᵒ from 
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the lower ones) and out of the magnet for analysis by gas chromatography. Flow through the 

catalyst bed was modeled with the Brinkman equation (Eq. 9),31 an extension to Darcy’s law;  

the permeability was approximated with the Blake-Kozeny equation, which estimates 

permeability for uniform, spherical particles at low Reynold’s numbers (Eq. 10.)32 Further 

drawings and simulation results can be found in Appendix A: Equipment Schematics. 

 

 𝜇𝛻2𝑢 − 𝛻𝑝 − 𝜇𝑎2𝑢 = 0 Eq. 9 

 
𝜅 =  

𝑑𝑝 ∙ 𝜀3

150 ∙ (1 − 𝜀)3
 

Eq. 10 

 

 

 

Figure 1.6. Anticipated flow profile within the designed NMR cell, where blue and red coloration represent slower 

and faster velocity, respectively. Top and bottom flow channels are offset by 30°. 

 

The velocity profile within the annular catalyst bed approximates plug flow with a 

boundary layer of approximately δ = 0.1D. In theory, the cell and accompanying tubing should 

demonstrate a limited pressure drop of less than 0.16 kPa/cm at a fluid velocity of 15 m/s, 

allowing for reasonable replication of microreactor conditions. In practice, the pressure drop 

experienced was nearly two orders of magnitude higher than computed, which sometimes caused 

the upper portion of the cell to eject during reaction if the flow rate was too high. Design 

alterations to correct this issue were considered, such as implementing larger channels, opening 
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up impingement points, and threading the top instead of using an O-ring seal, but the static NMR 

spectral quality did not warrant such efforts (Figure 1.7). The systems of interest suffered from 

indeterminate observations due to dramatic line broadening. For example, when investigating the 

dehydration of ethanol on HZSM-5, only the CH3 groups of ethanol adsorbed on the zeolite were 

well-resolved enough to accurately assign. This clearly illustrates that static, flow-through NMR 

may only be useful to particular systems where resonances lie far apart.33-37  

 

Figure 1.7. Representative static NMR spectra of ethanol dehydration on ZSM-5. 

 

1.3 Fundamentals of NMR for Vanadium Oxide Catalysts 

 Discovered in 1801 by Andrés Manuel del Río as a component of vanadinite, vanadium 

has been a material of interest for a wide array of applications, most abundantly as an additive for 

steel.38 Vanadium is readily oxidizable/reducible both as a solid and in solution, where it exhibits 

electronic states with contrasting optical properties, e.g. [V(H2O)6]
2+ (violet), [V(H2O)6]

3+ (green), 

VO2+ (blue), and VO2
+ (yellow). The most commercially important compound is the V(V) oxide 

V2O5, produced either from metallic vanadium burning with oxygen or from the decomposition of 

ammonium metavanadate (as is often employed in catalyst preparation). Vanadium pentoxide is 

an important material for sulfuric acid production by way of the oxidation of sulfur dioxide to 

sulfur trioxide in the contact process.39 Vanadium oxide catalysts have been identified as suitable 

materials for promoting a large number of important chemical processes. Notable applications 
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span a diverse collection of reactions, including the selective oxidation of paraffins, olefins, and 

alcohols,40 non-oxidative dehydrogenation of alkanes,41 selective catalytic reduction of NOx,
42 

oxidation of a wide variety of organic molecules,43 and the aforementioned oxidation of sulfur 

dioxide.44 These catalysts have taken on homogeneous configurations, such as those for alkane, 

alkene, aldehyde, and ketone oxidation reactions, and have also supported heterogeneous sites.45 

When it comes to revealing active sites, in general, metal oxide catalysts can be more complex 

than conventional metal catalysts due to the multiple geometrical structures (i.e. monomer, dimer, 

oligomer, polymer, and bulk) in varying oxidation states which develop once incorporated onto 

the support. As such, careful and detailed characterization of these materials on the various is 

essential and a challenging problem. 

Heterogeneous materials have employed an assortment of oxide support materials, such 

as zeolites, molecular sieves, bi-layered and co-precipitated mixed oxides, and pure metal oxides, 

which are shown to impact the functionality of the catalyst and demonstrate improvements 

relative to the bulk V2O5 phase.40 On these supported vanadium oxide materials, the most 

relevant active species are V5+ sites, which can be reduced to V4+ and reoxidized during a 

catalytic cycle. This V5+ oxidation state is diamagnetic, meaning all electrons are paired and it is 

well-suited for NMR spectroscopy. Conveniently, the most abundant vanadium nucleus (51V: 

99.75%) is an NMR-active nucleus with spin 7/2 and short relaxation times. Despite these 

advantages, 51V is often present as a minority species in catalyst samples (~1%), making 

detection of broad features more challenging. Note that 50V is also NMR-active, with a natural 

abundance 0.24% and spin 6, but suffers from even poorer sensitivity and very broad lines 

compared to 51V.46 Further, nuclei with spin greater than ½ have a non-spherical electric charge 

distribution, giving rise to the quadrupole interaction. In contrast to spin ½ nuclei, the less 
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symmetric charge distribution around the nucleus splits the spins into more than two energy 

levels under an applied magnetic field (2n+1 levels). For 51V, a spin 7/2 nucleus, this manifests 

as eight energy levels that arise from the Zeeman splitting as shown in Figure 1.8. These energy 

levels are further perturbed by first- and second-order quadrupolar interactions, as described 

below. Note that the magnitude of the quadrupolar perturbations is not to scale, but the direction 

is representative.  

 

Figure 1.8. Energy level diagram of spin 7/2 nuclei. 

The energy difference between these spin states can be calculated and translated based on 

perturbations from the first- and second-order quadrupolar interactions. In the high field limit 

where the quadrupole interaction acts as a perturbation to the Zeeman states in the laboratory 

frame, Eq. 11 and Eq. 12 quantify this energy where θ and φ are the Euler angles, m is the 

magnetic quantum number associated with the Zeeman levels, I is the nuclear spin, η is the 
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asymmetry parameter, h is Plank’s constant, ΧQ is the quadrupole coupling constant, e is the 

fundamental charge, Q is the nuclear quadrupole moment, and q is the greatest component of the 

electric field gradient q-tensor.47-48 The sum of the Zeeman splitting energy with the first and 

second order quadrupolar energies (E(1) and E(2)) give the energy of each level, where the energy 

difference is expressed between the energy levels in the diagram for first-order terms and the 

second-order energy perturbation is directly shown. It should be noted that such equations, in 

particular the (3m2-I(I+1)) term in E(1) or appropriate expression of multiplication in E(2), are 

occasionally incorrectly articulated, resulting in the incorrect calculation of the energy terms. 

Care should be taken to select an appropriate source prior to applying these equations.49-50 

𝐸(1) =
𝑋𝑄ℎ

8𝐼(2𝐼 − 1)
[3𝑐𝑜𝑠2𝜃 − 1 + 𝜂𝑠𝑖𝑛2𝜃𝑐𝑜𝑠2𝜑](3𝑚2 − 𝐼(𝐼 + 1)) 

Eq. 11 

𝐸(2) = − (
𝑒2𝑞𝑄

4𝐼(2𝐼 − 1)
)

2
𝑚

𝑣0
[−

1

5
(𝐼(𝐼 + 1) − 3𝑚2)(3 + 𝜂2)

+
1

28
(8𝐼(𝐼 + 1) − 12𝑚2 − 3)((𝜂2 − 3)(3𝑐𝑜𝑠2𝜃 − 1)

+ 6𝜂2𝑠𝑖𝑛2𝜃𝑐𝑜𝑠2𝜑)

+
1

8
(18𝐼(𝐼 + 1) − 34𝑚2

− 5) (
1

140
(18 + 𝜂2)(35𝑐𝑜𝑠4𝜃 − 30𝑐𝑜𝑠2𝜃 + 3)

+
3

7
𝜂𝑠𝑖𝑛2𝜃(7𝑐𝑜𝑠2𝜃 − 1)𝑐𝑜𝑠2𝜑 +

1

4
𝜂2𝑠𝑖𝑛4𝜃𝑐𝑜𝑠4𝜑)] 

Eq. 12 

One may apply the condition of axial symmetry (η=0) to express the energy of the first-

order terms as a function of nuclear spin and magnetic quantum number as shown for several 

quadrupolar half-integer spins in Table 1. The energy of the transition may then be derived from 

the difference between these two energy states (shown in Figure 1.8). Since the -1/2 and 1/2 first-
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order quadrupolar energy perturbation terms are the same, the energy of the central transition is 

not altered by first-order effects. The magnitude of E(1) is independent of the magnetic field 

strength, but proportional to the quadrupole coupling constant. From observation, the elimination 

of first-order quadrupolar becomes obvious under the condition of magic-angle spinning, 

evidenced by the 3cos2θ-1 term, whose magnitude is modulated by the listed coefficients in 

Table 1. When MAS is satisfied, this term is averaged to zero. As shown in Eq. 12, the second-

order perturbation has a more complicated relationship with the orientation, I, and m. Due to the 

square dependence on m, the first-order energy corrections shift in the same direction for +m and 

–m. In the limit of MAS, the second-order coefficients are listed in Table 2. It follows that even 

under such conditions, a second-order contribution is retained. The energy shifts for +m and –m 

are in the opposite direction due to a dependence on m3, and while the first-order correction 

increases with ΧQ, the second-order term increases with ΧQ
2. The second-order correction also 

contains a term which is independent of orientation, showing that the isotropic chemical shift has 

contributions from quadrupole coupling. Most notably, the second-order quadrupolar 

perturbation is inversely proportional to the frequency, and thus field strength. This is why high-

field magnets are advantageous for quadrupolar nuclei, since they minimize second-order 

quadrupolar effects. Under conditions of axial symmetry, the second-order energy perturbation 

may be simplified in a fashion similar to how it is sometimes expressed for lower spin systems. 

A step-by-step reduction of this equation to a simple expression, fully dependent upon 

orientation, is available in Appendix G: Second-Order Quadrupolar Energy Perturbations. This 

was the form used for the second-order terms in Figure 1.8. 
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Table 1. First-order quadrupolar energy perturbation coefficients for quadrupolar half-integer spins. The energy is 

the product of the coefficient and hΧq*(3cos2θ-1) 

m\I 3/2 5/2 7/2 9/2 

-9/2 
   

1/8 

-7/2 
  

1/8 1/24 

-5/2 
 

1/8 1/56 -1/48 

-3/2 1/8 -1/40 -3/56 -1/16 

-1/2 -1/8 -1/10 -5/56 -1/12 

1/2 -1/8 -1/10 -5/56 -1/12 

3/2 1/8 -1/40 -3/56 -1/16 

5/2 
 

1/8 1/56 -1/48 

7/2 
  

1/8 1/24 

9/2 
   

1/8 

 

Table 2. Second-order quadrupolar energy perturbation coefficients for quadrupolar half-integer spins under MAS. 

The energy is the product of the coefficient and (hXq)2 

m\I 3/2 5/2 7/2 9/2 

-9/2 
   

17/2304 

-7/2 
  

13/1344 7/6912 

-5/2 
 

9/640 -5/9408 -25/13824 

-3/2 5/192 -3/640 -31/9408 -29/13824 

-1/2 -1/64 -3/800 -5/3136 -1/1152 

1/2 1/64 3/800 5/3136 1/1152 

3/2 -5/192 3/640 31/9408 29/13824 

5/2 
 

-9/640 5/9408 25/13824 

7/2 
  

-13/1344 -7/6912 

9/2 
   

-17/2304 

 

Another consequence of the quadrupolar interaction is the fluctuation of electric field 

gradient, which typically results in quick relaxation of the spins, thus decreasing the signal 

intensity while broadening the spectral features. This dramatically decreases the spectral signal, 

challenging the characterization of vanadium species by NMR. Each nucleus and the 

environment in which it finds residence will have different asymmetry, giving rise to properties 

that describe the quadrupolar nature of the species. The asymmetry parameter, ηQ, describes the 
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anisotropic lineshape and can be derived from the electrostatic potential of the electron field 

gradient in a given direction, V(r) (Eq. 13), and determined by a fit of the spinning sideband or 

wide-line powder pattern. The quadrupole moment, eQ, can be prolate (>0) or oblate (<0) and 

contributes to the electron field gradient Q tensor and quadrupole coupling constant, CQ (Eq. 14). 

 

 
𝜂𝑄 =

𝑉𝑋𝑋 − 𝑉𝑌𝑌

𝑉𝑍𝑍
 

Eq. 13 

 
𝑋𝑄 = 𝐶𝑄 =

𝑒𝑄

ℎ
𝑉𝑍𝑍 =

𝑒2𝑞𝑄

ℎ
 

Eq. 14 

One consequence of these parameters is that contrasting ΧQ and η between species can 

give rise to selective excitation. If ΧQ is large, the separation between adjacent levels varies more 

dramatically, giving rise to contrasting pulse responses that render quantification challenging. 

Such an issue can be mitigated by maintaining small pulse angles where selective excitation is 

effectively minimized. These parameters can also be used to describe and simulate the 

quadrupolar lineshape of such a nucleus. At sufficiently high magnetic fields under MAS 

conditions, however, second-order quadrupolar effects are reduced due to the inverse 

proportionality of quadrupolar broadening and magnetic field strength.51 At such conditions, 

spectral resolution is improved and the features may be fit with a simple Gaussian/Lorentzian 

simulated line. It was previously mentioned that first-order quadrupolar effects could be 

eliminated by spinning at the magic angle. Second-order effects could likewise be eliminated, 

but the angle required for such an averaging is dissimilar to 54.7ᵒ. As such, these effects are only 

partially averaged by MAS.52 When the sample spinning rate is less than the width of the static 

sample, spinning sidebands for which the overall profile exhibits a similar shape to the powder 

patter (a projection of the spectrum of all orientations of the single crystal transitions) appear.53 
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This is illustrated in Figure 1.9, where at fast spinning rates (up to 35 kHz), few sidebands of 

bulk V2O5 are present alongside the centerband (-613.8 ppm). At lower spinning rates, the 

sideband pattern becomes more intense and takes on a more complex profile. This profile is 

consistent with the wide-line spectrum. As the spinning rate becomes even lower, the sidebands 

begin to overlap with one another and with the centerband, which would hinder site 

identification if multiple environments were present. The red spectra were acquired at half the 

field, necessitating a doubling of the listed spin rate for comparison to the blue spectra and 

explaining the difference in the wide-line profile stemming from second-order quadrupolar 

interactions. 

On the surface of the catalyst, vanadium oxide is known to reside in many structural 

conformations, ranging from isolated VO4 units to bulk-like V2O5 crystallites. These structures 

has been extensively described to evolve from monomeric, distorted tetrahedral with one V=O 

and three V-O-Support bonds at low loadings through oligomeric species at moderate loadings to 

the bulk-like V2O5 above a monolayer. NMR has been shown to be a tool that can provide some 

of the most specific insights into the types of structures present in a sample. 51V NMR 

assignments of these various vanadium species supported on titania materials have been reported 

and evolved with time as these systems have been better described. Since titania-supported 

vanadium oxides are a critical focus of the research reported herein, reports which have 

propelled the understanding of these chemical environments are summarized in Table 3 and 

representative sketches are shown in Figure 1.10. The assignments used herein are based on this 

historical evolution of the assignments and match those described in Angewandte Chemie 2019. 
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Figure 1.9. Spinning sideband patterns of V2O5 at different spinning rates and magnetic fields where * represents 

the center band. 

 

 

 



31 

Table 3. Reported species identification of 51V NMR signals of titania-supported vanadia catalysts. 

Ref. -502 -510 -530 -555 -587 -610 -630 -650 
54   Dist. 

Octa. 

Dist. Octa. Tetra. 

Poly. 

  V2O5     Poly. 

Octa. 
55   Octa. Tetra.             

56           V2O5   Dist. 

Octa.l 

Poly. 

Octa. 
57   Trigonal 

Pyramid 

  Dist. 

Tetra. 

  Dist. Octa.  

(Trigonal Bipyramid) 
19 Tetra. 

Monomer 

Monomer? Double-

Bridge 

Dimer 

Dimer/ 

Poly. 

V2O5 Single 

Bridge 

Dimer 

& 

Poly. 

Poly.   

58 Tetra. 

Monomer 

Octa. 

Monomer 

Dimer Dimer/ 

Poly. 

V2O5-

like 

Poly.    

Dist. – distorted, Octa. – octahedral, Tetra. – tetrahedral, Poly. – polymer 

 

 

Figure 1.10. Representative tetrahedral and square pyramidal monomeric vanadia species. 
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CHAPTER TWO: STRUCTURE OF DEHYDRATED, SUPPORTED VANADIUM OXIDE 

CATALYSTS 

The relevance of vanadium-based catalysts on both an industrial and fundamental level 

makes them materials of interest to characterize. Extensive efforts focus on reactivity and Raman 

spectroscopy, but the challenges and resources required for MAS NMR experiments have 

hindered such widespread utilization. In this chapter, recent results both published and 

unpublished are described which pertain to the dry state of these materials. 

2.1 Silica-supported V2O5 

Based on Nicholas R. Jaegers, Chuan Wan, Mary Y. Hu, Monica Vasiliu, David A. Dixon, Eric 

Walter, Israel E. Wachs, Yong Wang, and Jian Zhi Hu; “Investigation of Silica-Supported 

Vanadium Oxide Catalysts by High-Field 51V Magic-Angle Spinning NMR” The Journal of 

Physical Chemistry C 2017 121 (11), 6246–6254 DOI: 10.1021/acs.jpcc.7b01658 

 

Vanadium oxide materials have been investigated on a variety of supporting materials 

such as CeO2, Al2O3, TiO2, SiO2, and zeolites. The support can play a strong role in the catalytic 

function of these materials. For example, activity for the oxidative dehydrogenation of methanol 

was found to proceed as SiO2 ≪ Al2O3 ≪ Nb2O5/Ta2O5 < TiO2 < ZrO2 < CeO2. Between ceria-

supported vanadium oxide and silica-supported vanadia, the turnover frequency (TOF) spans a 

factor of 103.59 Despite the low TOF values on the silica support, it remains a material of interest 

for catalysis due to the high surface area relative to other oxide supports. As such, understanding 

the nature of the surface vanadia species for silica-supported catalysts can provide insights into 

the interactions between the catalyst and reactants, which are necessary to reveal the roles of the 
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chemical constituents, comprehend how side products such as water might alter the chemistry of 

the reaction, and rationally engineer better materials with enhanced performance. The specific 

nature of vanadium oxide structures on supported V2O5/SiO2 catalysts had long remained despite 

extensive investigation.40 

Raman spectroscopy is of major significance for the study of supported metal oxide 

catalysts, especially compared to methods such as X-Ray diffraction (XRD), which requires 

relatively long-range crystallographic order for detection.60 In situ Extended X-ray Absorption 

Fine Structure (EXAFS), in situ infrared spectroscopy, and Raman spectroscopies were used in 

conjunction with reference compounds to propose the presence of isolated O=V(-O -Si)3 surface 

units up to monolayer coverage and the additional presence of crystalline V2O5 nanoparticles 

above this threshold.61-64  Unlike vanadia supported on other oxide supports, which show clear 

oligomerization at higher loadings, contrasting conclusions exist for the silica support’s 

propensity to aid in the formation of vanadia oligomers, as evidenced by Raman (absence of V-

O-V vibrations at 200–300 cm-1) and UV-Vis Diffuse Reflectance Spectroscopy (DRS) (high Eg 

values) studies.8,65 Most oxides will support up to ~8 V/nm2 prior to monolayer formation, but 

this was not observed for silica-supported vanadium oxides, where the saturation limit is 

estimated at 2.7 V/nm2.66 Indeed, monolayer coverage of vanadia on silica is widely regarded as 

2.7 V/nm2 and that on other supports is defined as 8 V/nm2. UV-vis has been proposed as an 

alternative to Raman spectroscopy and shows that differences in the degree of oligomerization 

may well be observable.67 Two recent EXAFS studies have indeed refuted that silica only 

supported mono-dispersed vanadia and that higher surface vanadium oxide loading on silica 

leads to a greater degree of oligomerization up to the monolayer limit, but additional 

demonstration with model compounds is still required to confirm this claim.68-69  
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Previously, solid state NMR was employed to detail the speciation of VOx/SiO2 at a 79 

MHz field and 8 kHz MAS rate.70 Faster spinning rates and higher magnetic field strengths that 

improve the resolution of the collected NMR spectra are readily available. More advanced pulse 

sequences have also enabled identification of vanadia species for sites which overlap 

spectroscopically.71 Silica-supported vanadium prepared by methods such as flame spray 

pyrolysis72 and sodium promotion73 demonstrate a higher monolayer capacity (3.3 and 8.9 

V/nm2) than traditional impregnation onto silica (2.7 V/nm2), and higher specific activity can be 

attained with surface organometallic synthesis approaches.74 Structurally, these studies all 

suggest the exclusive presence of isolated VO4 units, consistent with previous speculation. In this 

section, the structure of dehydrated, silica-supported vanadia is investigated with high-field 

(20T) MAS NMR at spinning rates above 30 kHz to elucidate the structure of vanadia. 

Solid-state 51V MAS NMR spectroscopy was conducted on two silica-supported 

vanadium oxide catalysts over a range of sub-monolayer coverages, containing 3% and 8% 

V2O5/SiO2. Specific surface area (SSA) and inductively coupled plasma-determined (ICP) 

loadings are shown in Table 4 and confirm that only dispersed vanadium oxide species should be 

present since the surface density is maintained below 2.7 V/nm2 (the monolayer limit). The 

coverages correspond to 0.22 and 0.63θ. Furthermore, due to concerns over potential reduction 

of the surface vanadium oxide species by the catalyst drying procedure, Electron Paramagnetic 

Resonance (EPR) spectra were collected on the treated samples, which revealed the presence of 

reduced vanadium V+4 species (EPR spectra available in Appendix C: Additional Supporting 

Data). These measurements revealed that only up to 3.1% of the vanadium was present as V4+ in 

all silica-supported samples analyzed. Paramagnetic V4+ species are well known to impact the 

visibility of diamagnetic vanadium in NMR spectra.75 An estimated 70% of the vanadium within 
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10 Å of a V3+ center could not be detected. This effect is less dramatic for V4+ paramagnetic 

centers. It is likely such a dramatic signal suppression was amplified by the presence of direct 

V3+-O-V5+ bonds, suggesting that mono-dispersed vanadium should be relatively less impacted 

by paramagnetic species.76 The average distances between vanadium atoms in these 3% and 8% 

samples are 14.6 Å and 8.7 Å, respectively. As such, the 3% V2O5/SiO2 sample should be 

minimally affected and the 8% sample contains species, on average, near the outer boundary of 

paramagnetic effects. Considering our average vanadium surface density and V4+ concentration 

(Table 4) as well as the reduced impact of V4+, it is likely that more than 96% of the vanadium 

environments are detected by solid state 51V MAS NMR spectroscopy and potential reduction of 

the samples has had little impact on the observations by NMR. 

 

Table 4. Quantitative characteristics of V2O5/SiO2 hydrated catalysts 

Sample Name ICP 

Loading 

SSA 

(m2/g) 

Loading 

(V/nm2) 

% V as 

V4+ 

3% V2O5/SiO2 2.9% 285 0.6 2.5 

8% V2O5/SiO2 7.4% 240 1.7 3.1 

 

The identification of the central band in the NMR spectra for each dehydrated catalyst is 

shown in Figure 2.1. By collecting the spectrum at two spinning rates (38 and 32 kHz), the center 

band can be identified as any peak which is not repositioned upon changes to the rotation 

frequency. Chemical shifts are listed for the central band of each spectrum. At the higher 

spinning rates, rotation was sufficient to distinguish the central band peak from the spinning side 

bands. In both samples, a single broad feature is present at -675 ppm and all other features arise 

as the spinning side band pattern. 
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Figure 2.1. Centerband determination of 51V MAS NMR spectra of dehydrated V2O5/SiO2 catalysts of varying 

loading, 8% and 3%, at different spinning rates. 

Reprinted with permission from Jaegers et al. J. Phys. Chem. C, 2017, 121, 11. Copyright 2017 

American Chemical Society. 

These 51V MAS NMR spectra were fit with a Gaussian/Lorenzian lineshape model with a 

side band simulation. The use of a quadrupolar model was not required to match the spectra due 

to the reduction in second-order quadrupolar interactions at the high magnetic field. The fitted 

models overlaid on each NMR spectrum can be viewed in Appendix C: Additional Supporting 

Data. The integrated area was normalized to the number of scans and the mass of the sample, 

which resulted in 28 and 46 a.u. As expected, the normalized area was smallest for the supported 

3% V2O5/SiO2 sample. Instead of the expected factor of 2.7, this sample contained 1.6 times as 

many V5+ nuclei as the 3% V2O5/SiO2 catalyst (Table 5). This suggests a possible slight 

overrepresentation in the 3% or an underrepresentation in the 8% sample. Since this trend was 

retained in untreated materials, a change in oxidation state during pretreatment is not likely the 

cause. The ratios of the central band areas to total area (central band to side band) are similar 

within each set.  
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Table 5. Integrated area of Gaussian/Lorentzian model fits with a side band simulation of 51V NMR spectra 

Condition Sample Mass 

(mg) 

Scans Normalized 

Area 

Dehydrated 3% 4.9 480k 28 

Dehydrated 8% 4.7 120k 46 

 

To interpret the observed chemical shifts, density functional theory-based calculations 

were performed on small cluster models to simulate the chemical shifts of vanadia structures. 

The BLYP exchange-correlation functional with dispersion correction that was previously 

employed to predict the chemical shifts of supported vanadium oxide materials is used again 

here.77 To benchmark this approach, the chemical shifts of a set of model compounds were 

simulated and compared to experimental data (Table 6). A model cluster of V2O5 containing 

eight vanadate atoms with a total charge of -5 was extracted from the crystal structure from the 

American Mineralogist Crystal Structure Database.78 Terminal oxygen atoms were charge-

balanced and optimized to provide an estimate of the chemical shift of bulk V2O5. The 

experimental 51V NMR spectra of bulk vanadium pentoxide compare well with the quantum 

chemical calculation, with a predicted shielding just 11 ppm upfield of the experimental value at 

the BLYP-D level. The calculated chemical shifts on the vanadium-containing silsesquioxane 

agree with the reported experimental value70 within 25 ppm at both levels. The predicted 

chemical shift for tris(triphenylsilyl) vanadate shows a larger discrepancy with the experiment,70 

with deshielding differences up to 80 ppm. This may be due to enhanced vanadyl (V=O) 

interactions with hydrogen molecules in the triphenylsilyl ligands in our model as compared to 

the powder samples. These benchmark calculations demonstrate that this approach can be 
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reasonably utilized to provide insight on our experimental results given the very large linewidth 

of silica-supported vanadia signals in the 51V MAS NMR spectra. 

Table 6. Comparison of experimental and calculated vanadium chemical shifts of model compounds. All values are 

reported as ppm relative to VOCl3. 

Compound Exp. BLYP-D BLYP/ZORA 

V2O5 -610  -633 (ave) 

-622 (center) 

-636 (ave) 

-624 (center) 

(Ph3SiO)3V=O -736a  -672 -656 

[(c-C6H11)7(Si7O12)V=O]2 -714a -700, -715 -690, -703 

aResults from Das et al.70 

The predicted chemical shift of a simple, neutral tetrahedral vanadium center (VO(OH)3) 

of -574 ppm at the BLYP/ZORA level (Appendix C: Additional Supporting Data) is predicted to 

be near the experimental result of -573 ppm. A tetrahedral positively charged V(OH)4
+ structure 

is too shielded (-704 ppm, BLYP/ZORA) and a negatively charged tetrahedral V site (VO2(OH)2
-

1) is too deshielded (-498 ppm (BLYP/ZORA)). Other charged structures are even less consistent 

with the observed chemical shifts; thus, larger explored structures with neutral tetrahedral 

vanadium sites likely represent the appropriate structures for the models. Geometries from a 

previous theoretical effort for titanium-supported vanadium oxide77 were modified with silica 

substituting titania and used as an initiation point since they exhibited largely tetrahedral 

structures. These structural models deviated substantially from the experimentally observed 

chemical shifts (Table 7). The dehydrated, isolated VO4 unit was predicted to have a chemical 

shift of -459 ppm (BLYP-D) or -452 ppm (BLYP/ZORA), and the dimers are predicted to have 

chemical shifts between -580 ppm and -590 ppm. As such, utilizing vicinal silanols as the 

anchoring sites for vanadium is not appropriate for modeling the surface structures, and likely 
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not the anchored configuration in the experimental material due to strain exhibited by small silica 

rings.  

Table 7. Calculated 51V chemical shifts in ppm with reference to VOCl3 based on the TiO2-supported calculations 

Cluster 

  V   Si   O   H 

   
Cluster Formula BLYP-D BLYP/ZORA 

 

OVO3(SiO(OH))3 -459 -452 

 

OVO2(Si3O3(OH)3)OH -499 -505 

 

 

OV(OH)2O(Si3O3(OH)5) -527 -534 

 

 

V2O7(SiO(OH))4 -590 -581 

 

 

V2O7(SiO((OSi(OH3))4 -594 -583 

 

 

V4O13O(SiO3(SiOH)2)2 -600 
-575, -654,  

-659, -581 

 

 

V4O12(SiO(OH))4 -591 
-643, -570,  

-567, -653 

 

 

V4O12(SiO((OSiOH)3))4 -590 
-650, -569, 

-566, -645 
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Larger clusters with at least O-Si-O bridges between silicon bonding sites were also 

considered and modeled. Table 8 shows the calculation results for these monomer, dimer, and 

trimer species anchored to silicon atoms that possess a hydroxyl group. Figure 2.2 provides a 

visual representation of these cluster models, where the dehydrated monomer (A), dimer (B), 

linear trimer (C), and cyclic trimer (D) are depicted. Models where anchoring silica atoms 

contain a full coordination sphere of siloxane can be found in Appendix C: Additional 

Supporting Data. 

Table 8. Calculated 51V NMR chemical shifts of vanadium clusters relative to VOCl3 

Cluster BLYP-D BLYP/ZORA 

Monomer -676 -680 

Dimer -670 

-672 

-675 

-678 

 

Linear Trimer 

-515 

-614 

-619 

-537 

-632 

-636 

Cyclic Trimer 

 

-661 

-661 

-706 

-661 

-679 

-703 
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Figure 2.2. Optimized structures from Table 8 where A is a monomer, B is a dimer, C is a linear trimer, and D is a 

cyclic trimer. 

Reprinted with permission from Jaegers et al. J. Phys. Chem. C, 2017, 121, 11. Copyright 2017 

American Chemical Society. 

 

The monomeric species has a predicted chemical shift of -675 ppm in the hydroxyl case 

with both theoretical approaches. In the large model case, the siloxane Si(OH)3 ligands fold 

upwards leading to interaction with the vanadium, deshielding the nucleus by ~30 ppm. Since the 

coordination environment around the surface silicon restricts the hydroxyl ligand interactions 

with vanadium, the smaller model provides a less distorted depiction of the true chemical 

environment in the sample. For this reason, the hydroxyl cases are considered most closely. 

Chemical shift values centered on -671 ppm were calculated for the dimeric vanadia species. In 

the linear trimer model, the central vanadium atom exhibited a chemical shift deshielded by 

nearly 100 ppm (BLYP-D), or 80 ppm (BLYP/ZORA) relative to the outer two vanadium atoms 
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(-515 vs. -615). The cyclic trimer model presented a chemical shift similar to the monomer and 

dimer values. 

The results of the solid state 51V MAS NMR spectra clearly show that dehydrated 

supported V2O5/SiO2 catalysts exhibit primarily one resonance feature at -675 ppm, similar to 

what was reported by Das,70 Grant73, and Love et al.79 (-694 ppm). This contrasts the results of 

the flame-made and SOMC catalysts, which show peaks at -715 ppm and -615 ppm, 

respectively.72, 74 Each of these works ascribes the observed chemical shift to isolated VO4 

monomers exclusively. The elemental analysis evaluated by ICP confirms the expected 

vanadium loadings of 3% and 8% in the samples, but no significant changes were observed 

between the NMR spectra of these two catalysts, suggesting that the structures are quite similar 

despite the difference in surface densities. When comparing these solid state 51V NMR spectra to 

the chemical shifts predicted by DFT, the dehydrated state chemical shift closely resembles that 

of the monomer (VO4) hydroxyl cluster, which was calculated at -676 ppm (BLYP-D) and at -

680 ppm (BLYP/ZORA). Interestingly, the dehydrated dimer might also be present, with a 

calculated chemical shift of -671 ppm (BLYP-D) and -676 ppm (BLYP/ZORA). This is similar 

to both the monomer calculation and the 51V MAS NMR spectra. The dehydrated linear trimer 

model is unlikely since the central vanadium atom is predicted to have a substantially deshielded 

nucleus. This would translate to an additional downfield peak, corresponding to the central 

vanadium, of half the intensity of the signal for the other two nuclei, which is not present in the 

spectra. The cyclic trimer, however, may be present since its average signal is between -681 and 

-685 ppm; Raman spectra of dehydrated supported VOx/SiO2 catalysts also do not exhibit the 

obvious presence of bridging V-O-V bonds, bending modes at ~200-300 cm-1, indicating that the 

isolated surface VO4 sites on the SiO2 support may indeed be the dominant surface vanadia 
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species.61 Tielens and colleagues noted the relative stability of tri-grafted (isolated VO4) units 

compared to mono- or di-grafted species upon full dehydration, supporting our confirmation of 

isolated, fully anchored VO4 units dominating the surface in the absence of water.63 

The necessity of the nuclei anchoring to the silica support in larger rings that provide an 

O-Si-O bridge between anchoring sites should be reiterated. This result is well aligned with the 

findings by Tielens et al. in their investigation of model silica surfaces for supported vanadium 

oxide catalyst calculations. They conclude that three-ring silica species tend to break open upon 

hydration in agreement with earlier conclusions from Raman spectroscopy showing the 

elimination of the three-ring silica sites (~605 cm-1) upon impregnation of vanadia on silica.8,80 

This is in agreement with our prediction of vanadia anchoring to larger silica rings with at least 

an O-Si-O linkage between bonding support atoms. 

This investigation employed solid-state 51V MAS NMR as a spectroscopic technique to 

probe the molecular structure of silica-supported vanadium oxide catalysts under dehydrated 

conditions. Faster spinning rates at a higher field confirmed that dehydrated samples have a 

single resonance located at -675 ppm. The results were the same for loadings of 3% and 8%, 

indicating no significant structural change with more than double the surface vanadium oxide 

coverage. Electronic structure calculations of the NMR chemical shifts for different models of 

potential vanadium oxide structures suggest the presence of isolated VO4 units and potentially 

dimers and cyclic trimers, which cannot be distinguished by chemical shift for the dehydrated 

system. It was found that the presence of linear trimers is unlikely on the basis of the single 

observed resonance. Vanadia anchored to strained, three-member silica rings was also refuted by 

the combined 51V MAS NMR and computational results.  
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Efforts to further understand this class of materials were recently published, whereby two 

deposition approaches were compared on mesoporous MCM-41: grafting and co-condensation.81 

Unlike the results here and in previous works, 70, 73, 79 52 more than one peak was observed in the 

MCM-41 sample. Instead, co-condensation reveals two lines at -682 and -718 ppm. Grating 

revealed only -718 ppm, similar to flame-made materials.50 Using the DFT results described in 

this section in conjunction with quadrupolar line analysis of the spinning sideband patter, this 

new work has ascribed these two peaks to distinct monomeric and oligomeric species that are 

visible on MCM-41 due to the structure of the support material. 

 

2.2 Promoted Titania-Supported V2O5 Catalysts for SCR 

Based on Nicholas R. Jaegers, Jun-Kun Lai, Yang He, Eric Walter, David A. Dixon, Ying Chen, 

Chongmin Wang, Mary Y. Hu, Karl T. Mueller, Israel E. Wachs, Yong Wang, and Jian Zhi Hu; 

“Mechanism by which Tungsten Oxide Promotes the Activity of Supported V2O5/TiO2 Catalysts 

for NOx Abatement: Structural Effects Revealed by 51V MAS NMR Spectroscopy” Angewandte 

Chemie International Edition 2019 131, 12739–12746 DOI: 10.1002/anie.201904503 [Inside 

Back Cover] 

 

Among the numerous vanadia-catalyzed reactions, SCR stands as an important 

contributor to emissions control chemistry. Combustion-generated air contaminants such as 

sulfur oxides, carbon oxides, residual hydrocarbons, and particulate matter remain strong 

environmental trepidations, and nitrogen oxides (N2O, NO, N2O3, NO2, N2O4, and N2O5) are of 

particular concern due to their negative impact on the environment, including their roles in smog 
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formation, acid rain creation, ozone depletion, and the generation of greenhouse gases associated 

with climate change.82 Concern for the state of the environment and human health prompted 

stricter NOX emissions standards, resulting in a concomitant implementation of abatement 

technologies such as passive adsorption.83 The selective catalytic reduction (SCR) of nitrogen 

oxides by ammonia is widely practiced to mitigate NOx emissions (see Eq. 15 and Eq. 16). 

Although zeolite-supported Cu and Fe catalysts have recently found use in mobile applications, 

titania-supported vanadium oxide catalysts have been widely employed at stationary industrial 

facilities and large boilers for many decades due to their relatively high activity, selectivity in the 

range of 300–400°C, and low cost.84 Of the more than 107 million tons of NOx emitted each 

year, ~40% come from such operations.85 Given the magnitude of its utilization, a fundamental 

understanding of the reaction mechanism is imperative to improving the performance of SCR 

catalysts. To understand the mechanism, however, a molecular-level depiction of the active 

centers is required. Such a description can be provided by thorough characterization of the 

materials. 

 4NO + 4NH3 + O2  4N2 + 6H2O Eq. 15 

 

 2NO2 + 4NH3 + O2  3N2 + 6H2O Eq. 16 

 

Despite its extensive use and high value, much remains unknown in vanadia-based SCR. 

In addition to the mechanism of this transformation,86 the contributions of surface Brønsted and 

Lewis acid sites are contested.87-88 Mechanistically, a one-site scheme invoking an Eley-Rideal 

(E-R)-type mechanism was proposed involving a reaction between gas phase NO and adsorbed 

ammonia on Lewis acid sites, leading to the formation of nitrosamide (NH2NO) (Figure 2.3).89 
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An alternate description consisting of two sites has been proposed, involving NH3NO formation 

via a Langmuir-Hinshelwood (L-H)-type scheme where the adsorbed ammonia interacts with 

weakly or briefly adsorbed NO (Figure 2.4).86, 89-92 Isotopic 18O2 labeling experiments have 

provided strong support that a Mars-van Krevelen (MvK) mechanism is also occurring, with 

surface vanadia sites providing the oxygen participating in the SCR mechanism and the catalytic 

cycle is completed by reoxidation of the reduced surface vanadia species by gas phase molecular 

O2.
92-96 However, the MvK mechanisms does not distinguish between the participation of one or 

two catalytic active sites in the SCR reaction. 

A mechanistic description is complementary to identification of the catalytic active sites 

themselves. This descriptor holds great importance for rationally designing catalysts with 

improved performance. Many factors have been shown to impact SCR performance, such as the 

selection of promoter, surface vanadium oxide and promoter loading, method of preparation, and 

even the chemical environment.84, 97-104 Of the promoters explored, tungsten oxide is one that has 

achieved wide industrial utilization on V2O5/TiO2 catalysts due to its enhancement of measured 

Brønsted acidity, SCR activity, broadening of the operational temperature range, improvements 

to the product selectivity, reduction of active site poisoning, and stabilization of the catalyst 

against thermal sintering.86, 105-106 These effects demonstrate the significance of catalyst 

formulation on the interactions between the catalyst and reacting substrates, and have given rise 

to multiple explanations for the improvements in performance caused by the addition of tungsten 

oxide. One such scientific debate is centered on whether the promotion of SCR reactivity with 

tungsten oxide proceeds via a structural effect or purely an electronic effect where the redox 

properties of vanadia are modified through induction, conjugation, and/or electronic spin state.86 
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Figure 2.3. Representative mechanistic interpretation of the one-site SCR of NO by NH3 with vanadia-based 

catalysts where the proton is transferred to the vanadyl bond (top) or a V-O-Ti bridging bond (bottom). 
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Figure 2.4. Representative mechanistic interpretation of the two-site SCR of NO by NH3 with vanadia-based 

catalysts involving both an acid site and a redox site. 

To identify the nature of the active surface vanadia sites on TiO2 supports in order to 

promote a detailed description of the structure-function relationships between the catalytic active 

centers and SCR activity and selectivity, many spectroscopic techniques (including IR,89 

Raman,42, 44, 107-108 and UV-vis65) have been deployed; however, difficulties exist in providing a 

quantitative illustration of the distribution of  the surface vanadia sites. Spectral assignments of 

vanadia sites on promoted oxide supports are challenging to make due to signal overlap with the 

other oxides present in the system. To overcome the shortfalls of other spectroscopic techniques, 

high-field 51V solid state MASNMR can be used to probe catalytic materials and reveal the 

structure of vanadia on the catalyst, with no overlap from other oxides due to the nuclear 

specificity.77, 109 Previous limitations in the magnetic field, sample spinning rate, and spectral 

interpretation have hindered the identification of the surface vanadia structures present on oxide 

supports.110-113  
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 In this section, in situ spectroscopic measurements (MAS NMR, Raman, EPR), DFT-

based models structures, and catalytic kinetic studies are combined to clearly demonstrate that 

incorporation of tungsten oxide as a promoter improves the SCR catalytic activity by altering the 

molecular structure of the surface vanadia sites to configurations favorable to SCR of NOx by 

NH3. This observation provides direct evidence of molecular structural changes that occur on the 

surface vanadium oxide active centers in the presence of metal oxide promoters, indicating that 

the promotion mechanism of tungsten oxide proceeds by modifying the structure of the vanadia 

species to configurations conducive to a two-site transformation.  

The bare TiO2 support has exhibited negligible activity for the SCR reaction at relevant 

reaction conditions; however, it is important for activation of the surface vanadia sites through a 

support effect.89, 114 In contrast, supported V2O5/TiO2 materials exhibit notable activity for NOX 

abatement via SCR. The changes in SCR reactivity upon progressive addition of vanadia onto a 

TiO2 support are illustrated in Figure 2.5 where the conversion was maintained below 6%. The 

reaction rate (mol/g cat-s) steadily increases with the addition of vanadia onto the TiO2 support 

up to 5% V2O5/TiO2 (monolayer coverage). A more than 30-fold increase in the reaction rate is 

observed over the analyzed loadings from 1% to 5% V2O5 on the TiO2 support, indicating a 

strong relation between the quantity of surface vanadia sites and the SCR reaction rate. This 

observation is preserved when considering the specific SCR turnover frequency (TOF, molecules 

of NO converted per vanadia site per second), since a 5.5-fold increase in TOF is observed over 

a 5-fold enhancement of surface vanadia loading below monolayer coverage, which indicates 

that each surface vanadia atom is, on average, more catalytically active at higher loadings 

(Figure 2.6). This is likely due to differences in the structure of these vanadia species at 

contrasting loadings. At high vanadia loadings approaching the monolayer, side reactions, such 
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as ammonia oxidation, become relevant, negatively affecting the observed reaction rate as 

observed previously (>3% V2O5, selectivity N2 ~ 85%; >7% WO3, selectivity N2 ~91%).42, 89 

When imposing the measured reactivity into a plot of log [reaction rate] vs. log [VOx loading], a 

slope of ~2 is derived, indicating that the SCR reaction rate varies proportionally to the square of 

the concentration of surface vanadia sites ([VOx]
2) and suggesting that the reaction mechanism 

involves two surface vanadia sites.  

 

Figure 2.5. Log [reaction rate] vs log [vanadium oxide loading] for the SCR reaction. Data were recorded at 

200ᵒC. 

Reprinted with permission from Jaegers et al. Ange. Chem., 2019, 58, 12609. Copyright 2019 

Wiley-VCH Verlag GmbH & Co. 
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Figure 2.6. Turn-over-frequency plot (per vanadia per second) of the SCR reaction of NOX by NH3 as a function of 

surface vanadia loading. Data were recorded at 200ᵒC. 

 

These vanadia catalysts were characterized to reveal the molecular structure of the 

surface vanadia active sites on the TiO2 support. The X-ray diffraction pattern (Figure 2.7) 

demonstrates the absence of large (>3 nm) V2O5 crystallites and only contains the diffraction 

patterns for the anatase (84%) and rutile (16%) titania as determined by Rietveld refinement. 

This is confirmed by high-resolution transmission electron microscopy (Appendix C: Additional 

Supporting Data), where the electron diffraction pattern reveals an abundance of anatase TiO2 

and a minor rutile component that largely overlaps with anatase, except at 3.26 A where the 

rutile 110 ring is lightly visible. Analysis of the supported 5% V2O5/TiO2 catalyst by high-

resolution scanning transmission electron microscopy (STEM) coupled with electron energy loss 

spectroscopy (EELS) (Appendix C: Additional Supporting Data) confirms that the vanadia is 

highly dispersed since it was observed along all probed edge positions. Non-edge vanadium 
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detection is hindered by titania thickness, whereas exterior edge detection is enhanced by both a 

thinner support layer and a higher abundance of vanadia aligned parallel to the electron beam, 

enhancing the EELS signal.115 It should be noted that TiO2 edges also demonstrate an expansion 

of the lattice spacing when surface vanadia is detected on the TiO2 support (from 3.35 to 3.91 Å 

on [01̅1]). This illustrates the strong VOX-TiO2 anchoring interaction resulting in reconstruction 

of the TiO2 support surface.  

 

Figure 2.7. X-ray diffraction (XRD) patterns of 5% V2O5/TiO2 prepared by incipient wetness impregnation 

demonstrating the observance of only the anatase and rutile phases of TiO2 from the P25 support material. 

 

Raman spectroscopy of unpromoted V2O5/TiO2 catalysts reveals the nature of surface 

vanadia sites and the structural changes that occur during the dehydration process. This dry 

condition dominates the surface during the SCR reaction at elevated temperatures due to the 

rapid desorption of moisture from the catalyst surface.42, 107, 116 The in situ Raman spectra (Figure 



53 

2.8) of the bare TiO2, supported 1% V2O5/TiO2, and supported 5% V2O5/TiO2 exhibit the 

formation of vanadyl (V=O) vibrations of surface VO4 sites indicated by a band around 1032 cm-

1.86 This terminal V=O band blue shifts slightly with increasing surface vanadia coverage due to 

the vibrational coupling of adjacent vanadyl bonds, providing evidence for oligomerization of 

the surface vanadia sites at higher surface vanadia coverage107-108, 117-118 and is associated with 

the concomitant lowering of the apparent activation energy of the SCR reaction.65, 90, 119 This 

effect has been extensively noted on different metal oxide supports (ZrO2, TiO2, Al2O3) and has 

shown small shifts in the observed wavenumber with increasing polymeric vanadia content. In 

addition, weak and broad bands at ~930 cm-1 and ~799 cm-1 are present that that arise from 

bridging V-O-Ti vibrations of the surface VO4 sites and TiO2 anatase overtones, respectively.62, 

86, 120 The 930 cm-1 band is a broad and weak feature not easily observed on these samples for 

low vanadia loadings (1%). This band becomes more apparent at high surface VOx coverage due 

to the presence of more vanadia on the surface (and thus more V-O-Ti linkages). The presence of 

additional VOx species at higher loadings directly form additional V-O-Ti bonds that can then be 

detected by Raman spectroscopy. Numerous experimental and theoretical studies have ascribed 

this peak to V-O-Ti linkages62, 86, 120-122; however, it is noted that some debate remains where this 

peak is alternatively identified as V-O-V vibrations. Theoretical works predict this bridging V-

O-V will arise at ~800 cm-1. 62, 86, 120-122 The absence of a Raman band at 995 cm-1 from 

crystalline V2O5 nanoparticles reveals that the vanadia in these catalyst samples are 100% 

dispersed on the titania support at these monolayer and lower loadings. The addition of more 

vanadia would stimulate the formation of crystalline V2O5 nanoparticles that are less active than 

the surface vanadia sites.44. The peak at 799 cm-1 is ascribed to the overtone bands on anatase 
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TiO2, evidenced by its presence on the bare TiO2 sample. Any overlapping V-O stretches in this 

region would be overshadowed by the relatively intense overtone at the same position. 

 

Figure 2.8. Raman spectra of dehydrated supported vanadium and tungsten oxides on titania. 

 

Solid state 51V MAS NMR provides specific information regarding the molecular 

structures of the surface vanadia sites as a function of vanadia coverage. The in situ 51V MAS 

NMR spectra for the dehydrated supported V2O5/TiO2 catalysts in the center-band region are 

displayed in Figure 2.9, and demonstrate that the vanadia structure is more complex on titania 

than on silica (2.1 Silica-supported V2O5).
77, 109 Full sideband patterns at 14 and 20T are visible 

in Appendix C: Additional Supporting Data, where differences in spectral signals are related to 

spinning rate-induced separation of side bands and slight quadrupolar broadening effects. 
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Although NMR can only detect V5+ species, the contributions from V+4 paramagnetic species can 

be detected with Electron Paramagnetic Resonance (EPR) spectroscopy (Appendix C: Additional 

Supporting Data). The EPR spectra show that V+4 species are minimal and account for no more 

than 1% of the total vanadium in the catalysts of this study, providing confidence that NMR will 

detect nearly all vanadium oxide sites on the titania support.  

The 1% V2O5/TiO2 (~0.2 monolayer coverage) and 5% V2O5/TiO2 (~1 monolayer 

coverage) catalysts exhibit distinct structural differences. The supported 5% V2O5/TiO2 catalyst 

primarily contains features below the 51V NMR -544 ppm peak (93%), similar to those 

previously reported for such a formulation.77 A relatively narrow feature at -612 ppm accounts 

for 13% of the total vanadia species in the supported 5% V2O5/TiO2 catalyst which is the 

approximate position of V2O5 nanoparticles, but may also be related to large, 2D oligomeric 

surface vanadia structures at these higher loadings. Small quantities of this signal also appear to 

be present (~6%), even for the supported 1% V2O5/TiO2 catalyst as previously reported,77 further 

suggesting that these signals may belong to large oligomers. Raman spectroscopy is highly 

sensitive to V2O5 crystallites that are not observed even in the supported 5% V2O5/TiO2 catalyst, 

highlighting the complementary nature of the two spectroscopic techniques.  

For the dehydrated supported 5% V2O5/TiO2 catalyst (about monolayer coverage), the 

solid state 51V MAS NMR spectrum exhibits a broad peak at -645 ppm accounting for nearly 

26% of the vanadium oxide and was previously assigned to dimeric and linear oligomeric surface 

vanadia sites.77 Peaks in this region also display a strong side band pattern. Downfield of -612 

ppm, the features between -550 ppm and -590 ppm account for about 54% of the total vanadia 

and two smaller peaks at -526 ppm and -544 ppm account for the remaining 7%. The solid state 
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51V MAS NMR spectrum of the dehydrated supported 1% V2O5/TiO2 catalyst (~0.2 monolayer 

coverage), however, only possesses 4% of the vanadia at -645 ppm corresponding to oligomeric 

species. This catalyst with lower surface coverage possesses a wider array of low field signals, 

with a broad line at -480 ppm and two distinct lines at -507 ppm and -533 ppm that account for 

nearly half of the surface vanadia sites. 

 

Figure 2.9. 51V MAS NMR results of dehydrated, supported V2O5/TiO2 catalysts prepared by impregnation. Spectral 

deconvolution summation is presented by the red line and compared to the collected data (blue). Sidebands 

displayed are indicated by (*). 

Reprinted with permission from Jaegers et al. Ange. Chem., 2019, 58, 12609. Copyright 2019 

Wiley-VCH Verlag GmbH & Co. 

 

Prior literature on NMR for titania-supported vanadia was hindered by low magnetic field 

strengths, slow spinning rates, and wide-line spectra where only a couple of signals were 

detected. For instance, a line at -555 ppm was originally assigned to a distorted VO4 structure 

and a line at -510 ppm was assigned to a distorted VO6 structure, with the VO4 coordination also 
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reported at -530 ppm.123-125 A recent investigation of the 51V MAS NMR signals for titania-

supported vanadia catalysts was supported by DFT calculations on small cluster models of 

various vanadium oxide species.77 The results suggested the presence of monomeric surface 

vanadia sites with lines at -502 ppm and -529 ppm, dimeric surface vanadia sites with lines at -

555 ppm and -630 ppm (with the latter arising from dimeric structures with one V-O-V bond as 

well as linear oligomeric surface vanadium oxide chains), and signals near -610 ppm ascribed to 

highly-oligomerized vanadia species such as crystalline V2O5-like nanoparticles.  

These cluster models were consistent with the experimental NMR data, but not all peaks 

could be assigned based on these models. Additionally, the role of facet-dependent structures is 

currently being debated and the unconstrained titania models may not account for subtle 

structural differences present when surface vanadia species are anchored on a low index titania 

facet.126-127 Since anatase (101) and (001) were the most abundantly observed facets on these 

samples, they were used as the basis for DFT modeling to consider the impact of the anchoring 

facet. These additional models of surface vanadia anchored to anatase (101) and (001) surfaces 

were constructed (see Figure 2.10) for use in the electronic structure calculations. 

 Periodic density functional theory (DFT) calculations have suggested that distorted VO5 

environments are relatively more stable on the (001) facet, but distorted VO4 structures dominate 

on (101).128-130 Our monomeric models for the (101) surface reflect distorted VO4 structures 

(Figure 2.10a–c) that provide a calculated shift of -506 ppm and -487 ppm for structures with 

protons placed on nearby titania and on the bridging V-OH-Ti bond, respectively. These protons 

charge-balance the DFT cluster and are justified by the generation of Brønsted acidity as 

vanadium oxide atoms titrate surface titanol sites.88  Indeed, signals at the first two values are 
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observed for the vanadia-only catalyst impregnated on TiO2 (-507 ppm and -480 ppm). 

Structures on the (001) surface optimized to yield five-coordinate vanadium atoms are depicted 

in Figure 2.10d–e. 

 

Figure 2.10. DFT clusters used to model monomeric structures on TiO2, including distorted VO4 (a), distorted VO4 

with bridge bond protonation (b), distorted VO4 using two oxygen from TiO2 (c), distorted square pyramidal (d), and 

distorted square pyramidal with bridge bond protonation (e). Atoms represented include vanadium (orange), 

titanium (grey), oxygen (red), and hydrogen (white). 

Reprinted with permission from Jaegers et al. Ange. Chem., 2019, 58, 12609. Copyright 2019 

Wiley-VCH Verlag GmbH & Co. 

Similarly, two structures with different proton placement align well with the experimental 

chemical shift and the reported formation energies reported by Du et al.128 These peaks are 

predicted at -529 ppm (Figure 2.10d) and -537 ppm (Figure 2.10e, which is the preferred 

configuration at high surface vanadia coverage129) and are likely candidates for the -533 ppm 

peak observed in the NMR spectra. This peak has been previously ascribed to various surface 

vanadia structures, including a monomer, but these DFT calculations provide strong support for 

assignment to a monomeric-type surface vanadia species.77, 123-124 The low-field broad signal at -

480 ppm may be related to surface vanadia sites anchored near oxygen-vacant titania, where 

modeling predicts nuclear deshielding by about 25 ppm (see Appendix C: Additional Supporting 
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Data), but the slightly altered tetrahedral monomer configuration from Figure 2.10c also explains 

this signal. On the basis of the computational and 51V MAS NMR experimental results, we can 

assign the low-field 51V MAS NMR peaks as an array of monomeric species present on the 

titania surface: distorted VO4 with a nearby OH or oxygen vacant VO4 (-480 ppm), disordered 

VO4 (-507 ppm), and distorted VO5 (-533 ppm). Dimeric surface vanadia structures are predicted 

to resonate at -639 ppm and -553 ppm for mono- and di-linked structures, respectively.77 

Differences were also noted for oligomeric chains of surface vanadia species, where the small 

cluster models predicted shifts near -630 ppm. Different chemical shifts are computed for 

internal and terminating vanadium atoms in polyvanadate chains, with the outer vanadium atoms 

predicted at -663 ppm and the inner vanadium atoms at -633 ppm. The observed expansion of the 

lattice spacing of TiO2 edges when vanadia is anchored (Appendix C: Additional Supporting 

Data; from 3.35 to 3.91 Å on [01̅1]) is consistent with the DFT predictions of expansion for the 

four local Ti atoms around monomeric surface vanadia (3.45 to 4.33 Å on [001]). The 

combination of the computational and spectroscopic work allows for the conclusion that the 

broad signals in the -640 ppm region retain their assignment to oligomeric surface vanadia 

structures. As such, surface VOx monomers account for ~47% (shifts downfield of -540 ppm) of 

the surface vanadia sites at low coverage (~0.2 monolayer) and only ~3% of the surface vanadia 

sites at high coverage (monolayer) on the TiO2 support. In contrast, dimeric and oligomeric 

surface VOx sites on TiO2 support (shifts of -560 ppm to -580 ppm and peaks below bulk V2O5) 

represent 48% of the surface vanadia sites at low coverage and 80% of the surface vanadia sites 

at monolayer coverage. These trends reflect the oligomerization of surface vanadia sites on the 

TiO2 support with increasing surface vanadia coverage, supporting the established notion of 
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increasing oligomerization of surface vanadia sites at higher surface coverage since these upfield 

signals are present in the supported 5% V2O5/TiO2 catalyst.  

As previously indicated, incorporation of tungsten oxide as a promoter provides a number 

of benefits, notably improved SCR activity.89, 131 These improvements also include an increase in 

the number of Brønsted and Lewis acid sites and their corresponding acid strengths, ammonia 

adsorption capacity, and enhanced reducibility of surface vanadia sites.105, 132-133 Supported 

V2O5/WO3/TiO2 catalysts consist of surface O=WO4 sites on the TiO2 support below monolayer 

coverage (4.5 W atoms/nm2) and exhibit the W=O vibration at ~1010–1015 cm-1 that blue shifts 

with surface coverage from oligomerization of the surface WO5 sites (see Figure 2.8). When 

WO5 coverage exceeds a monolayer on TiO2 (>4.5 W atoms/nm2), crystalline WO3 nanoparticles 

also form. Further, shifts in the vanadyl vibration are restricted to ~1–3 cm-1 and such peak shifts 

can be challenging both to observe and to assign. Since the quantity of vanadia in 1% VOx-(x%) 

WOx/TiO2 samples remains low, no additional V-O-Ti linkages (930 cm-1) are expected 

compared to 1% V2O5/TiO2. Conceptually, fewer of these linkages will be present with tungsten 

addition due to oligomerization of surface vanadia and the increase in V-O-V bonds suppressing 

V-O-Ti bonds. Two VO4 monomers will have 6 V-O-Ti linkages (3 each). Upon dimer 

formation, two of these become V-O-V linkages, lowering the abundance of V-O-Ti and 

hindering spectroscopic observation. 

The impact of tungsten oxide promotion on the SCR activity of supported 1% V2O5-

xWO3/TiO2 catalysts (x= 0–8% WO3, up to monolayer coverage) is presented in Figure 2.11 and 

Figure 2.12. These show the progressive increase in SCR reaction rate and specific rate with 

tungsten oxide addition. The observed reaction rate for the supported 1% V2O5/TiO2 catalyst 
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increases 50-fold with the impregnation of 8% WO3, a value that mimics the TOF increase since 

the surface vanadia loading is constant. A plot of log [rate of NOx conversion] vs. log [WO3 

loading] (Figure 2.12) yields a slope of ~1.9 reflecting the strong promoting effect of surface 

tungsten oxide on the SCR reaction. It is important to note that neither exposed titania sites nor 

surface WO3/TiO2 significantly catalyze SCR of NO with NH3 at 200oC.89, 134  

 

Figure 2.11. Turn-over-frequency plot (per vanadia per second) of the SCR reaction of NOX by NH3 as a function of 

surface tungsta loading at a constant 1% V2O5 coverage. Reactions were conducted at 200ᵒC. 
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Figure 2.12. The log [reaction rate] vs log [tungsten oxide loading] (bottom) shows a strong correlation between 

tungsten oxide content and catalytic performance. Reactions were conducted at 200ᵒC. 

Reprinted with permission from Jaegers et al. Ange. Chem., 2019, 58, 12609. Copyright 2019 

Wiley-VCH Verlag GmbH & Co. 

 

As previously indicated, the origin of the SCR reactivity enhancements by tungsten oxide 

promotion has been evaluated as either an electronic effect or a structural effect.97, 132, 135-136 To 

evaluate the influence of the surface tungsta promoter on the structure of the surface vanadia 

sites, 51V MAS NMR was employed to compare unpromoted 1% V2O5/TiO2 with promoted 1% 

V2O5-3-5% WO3/TiO2 catalysts. Figure 2.13 depicts the MAS NMR of 1% V2O5-(3–5)% 

WO3/TiO2 catalysts. Incorporation of surface tungsta sites to the supported 1% V2O5/TiO2 

catalyst results in a redistribution of the surface vanadia species in the NMR spectrum. Tungsten 

oxide addition alters the species present in a spectrum to reveal lines at -517 ppm and -530 ppm 

(monomeric structures), a broad feature at -568 ppm from dimeric and oligomeric surface sites 

(due to the expansive chemical shift range, this may represent multiple environments), and a 



63 

broad signal at -630 ppm for larger 2D oligomers. There is a clear increase in oligomeric signals 

with the addition of promoter (~53% oligomeric surface vanadia species for the W-free catalyst 

vs. 63% and 82% oligomeric surface vanadia species for the 3% and 5% tungsta-promoted 

catalyst, respectively) based on the spectra presented in Figure 2.13. Though theoretical 

investigations have suggested the energetic preference of VOx/TiO2 domains over mixed, 

supported VOx-WOx/TiO2 structures in the promoted system,137 the existence of surface VOx-

WOx dimers on TiO2 is not disproved. A number of WVI-Ox-V
V on Ti(IV) cluster models were 

evaluated to explore the possibility of VOx-WOx dimers (Appendix C: Additional Supporting 

Data).  

The small models (O=)(HO)WVI-O-VV(=O) and (O=)WVI-O-VV(=O) had predicted 

chemical shifts of -576 ppm and -603 ppm, respectively. A portion of the observed signals may 

potentially be represented by such structures on the basis of chemical shift. In additional models 

(Appendix C: Additional Supporting Data), structures with two VV bonded to a single WVI were 

examined. A structure with two O bridge atoms between with the W and each V (VWV) leads to 

51V chemical shifts of -600 ppm, which is slightly higher than observed, but similar to (O=)WVI-

O-VV(=O). Asymmetric structures containing one W connected with two bridge bonds to a 

central V, which is also a single-bridge oxygen linked to an additional V, was predicted at -578 

ppm for the central V and -665 ppm for the terminal V. This trimer showed consistence of the 

observed signal with the -578 ppm prediction, but a rise in experimental -665 ppm features was 

not observed in these spectra, refuting its presence. A second asymmetric structure with a VVW 

(W(=O)2) motif was found to be 1.6 kcal/mol higher in energy than the preceding asymmetric 

structure, but exhibited a calculated shift of -552 ppm for the central V and -529 ppm for the V 

bonded to only the other V and Ti. These signals are both present in the NMR spectrum and also 
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result in vanadia occurring in closer proximity to one another, satisfying the two-site 

requirement. Two slightly altered cluster models—one with a W connected with two bridge 

bonds to a central V, which is connected to an additional V by a single bridge O, and one with a 

WO2 unit single bridge bonded to two V centers were considered. The former is 2.1 kcal/mol in 

energy higher than the latter and predicted 51V chemical shifts of -578 ppm for the central V and 

-665 ppm for the terminal V. This is again dissimilar to the observed spectral trend. The latter, 

lower energy structure has two asymmetric V sites with 51V chemical shifts of -603 ppm and -

626 ppm, making it an unlikely candidate due to the -613 ppm feature of the spectra processing 

the same chemical shift and lineshape as those in the unpromoted catalysts. Energetically, 

structures with W between the two V atoms are preferred by a small amount of energy 

independent of whether the W has one or two W=O bonds; however, the chemical shifts are not 

consistent with experimental data for these structures.   

The presence of oligomeric surface vanadia domains on TiO2 in the presence of surface 

tungsten oxide sites has been previously proposed on the basis of TPR, Raman, and activity 

measurements.138-139 NMR, however, provides a direct observation of oligomerization of surface 

vanadia sites on TiO2 in the presence of tungsten oxide sites. Additionally, support for 

promotion-induced structural effect is found in redox chemical probe reaction studies of SO2 

oxidation. As a reaction which requires one surface vanadia site to proceed, the reactivity of 

promoted and unpromoted materials were shown to exhibit comparable TOF values.140-141 This 

observation supports that the origin of promotion by surface tungsten oxide lies primarily in 

structural changes induced by tungsta’s role in oligomerizing vandia sterically and satisfying the 

requirement for two catalytic sites and that promotion largely does not stem from electronic 

effects such as induction, conjugation, and electron spin state. Further benefits of surface 
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tungsten oxide to supported V2O5/TiO2 catalysts arise from the generation of new Brønsted 

acidity on the catalyst, which impacts the adsorption mode of ammonia (surface NH3 on Lewis 

and surface NH4
+ on Brønsted acid sites), and a decrease in surface Lewis acid sites from the 

exposed titania support.88 The Brønsted acid sites from surface vanadia have been shown to 

dominate the overall reaction.88 Although Lewis acid sites are intrinsically more active for SCR 

under mild conditions, they constitute a minority of species during SCR reaction conditions. 

 

Figure 2.13. Solid state 51V MAS NMR spectra of dehydrated, impregnated 1% V2O5-(3-5)% WO3/TiO2 catalysts. 

Spectral deconvolution summation is presented by the red line and compared to the collected data (blue). All 

spectra were externally referenced to V2O5 at -614 ppm. Sidebands displayed are indicated by *. 

Reprinted with permission from Jaegers et al. Ange. Chem., 2019, 58, 12609. Copyright 2019 

Wiley-VCH Verlag GmbH & Co. 

 

Acknowledging the roles additional effects such as acidity and defect sites as well as the 

potential inaccuracies in relative abundance from fitting such broad spectral features, correlating 
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the observed structures of vanadium with the SCR activity remains of great interest to provide 

evidence for structure-function relationships. Table 9 shows reveals the measured rate and 

estimated site abundance of monomeric, dimeric, and polymeric species in the series of samples. 

Estimations for the intrinsic rate of each species were calculated by treating the overall reaction 

rate as a linear combination of the rates of each species. The measured rates were then compared 

to the calculated rate derived from the intrinsic species rate and the site abundance. The sum of 

squared residuals was minimized using a generalized reduced gradient solver method. Several 

solutions were sought, but the lowest residual was found for when Rmonomer and Rdimer were 

negligible and the Rpolymer was 6.82*10-7. A plot of the reaction rate as a function of polymeric 

content is shown in Figure 2.14. This reveals an increasing relationship between polymeric 

vanadia species and the reaction rate. 

Table 9. Rate and abundance calculation for vanadia-based SCR. 

Sample 

Rate 

mol/g/s/%V fMonomer  fDimer fPolymer RateCalc ΔRate2 

1VTi 2.03E-08 47 44 9 6.14E-08 1.68E-15 

5VTi 1.36E-07 7 54 39 2.66E-07 1.68E-14 

1V3WTi 1.38E-07 37 30 33 2.25E-07 7.56E-15 

1V5WTi 5.50E-07 18 24 58 3.96E-07 2.37E-14 

     SSR 4.98E-14 
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Figure 2.14. Reaction rate vs polymeric vanadium species. 

 

The mechanisms of this oligomerization of vanadia by tungsten oxide remains unknown. 

An increased surface vanadia abundance has been demonstrated to enhance the prevalence of 

oligomerized species. Similar effects on the vanadia species are apparently present from tungsten 

oxide addition. It can be speculated that this effect may arise from tungsten oxide coverage 

forcing the formation of local surface vanadia islands that result in high local concentrations of 

oligomeric vanadia, similar to the proposed oligomerization due to a loss of available surface 

sites for sulfated materials.104, 142 If this hypothesis is an accurate description of the effect in 

tungsten-promoted and sulfated materials, surface crowding or displacement leading to 

oligomerization may also play a role in other industrially relevant promoters (e.g. MoO3). 

In summary, enhanced reaction rates and TOFs are observed with increasing surface 

vanadia coverage. Surface tungsten oxide addition is well correlated with an increasing quantity 

of oligomerized vanadia, which possess a greater number of adjacent vanadia active sites. The 

requirement for two neighboring sites for the SCR reaction is illustrated by the relationship of 

rate to [VOx]
2 for supported V2O5/TiO2 catalysts with increasing surface vanadia coverage. 
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Adding tungsten oxide promoter to the supported V2O5/TiO2 catalysts enhances oligomerization 

of the surface vanadia sites and results in increased SCR reactivity.  

 

2.3 Structure of V2O5/TiO2 on Preferentially-Exposed Facets 

 It has been well-established the nature of the supporting material plays a critical role in 

the performance of vanadia-based catalyst materials, ascribed to the necessity of breaking the V-

O-Support bonds in oxidative dehydrogenation reactions.143 This support effect can result in 

several orders of magnitude difference in catalytic activity across materials; however, many 

studies rely on supports that contain inhomogeneous surface sites leading to a less specific 

description of the impact of the support. Indeed, it has been shown for cerium oxide supports that 

the exposed surface facet (structure) has a pronounced effect on the activity of the material, 

ascribed to differences in oxygen vacancy formation energy of the preferentially-exposed 

facet.144 The potential effect of titania facets to impact the reactivity of vandia was explored by 

isobutane oxidative dehydrogenation with rods, truncated rhomboids, and spheres exhibiting 

[(010), (001)], [(101), (010), (001)], and [(101), (001), (010)] facets, respectively127. In contrast 

to the study with cerium oxide, minimal differences were presented in the activity of these three 

supported materials. The absence of marked differences in performance across the different 

nanoshapes was attributed to the small difference in oxygen vacancy formation energy across the 

facets: (101) 4.7 eV > (010) 4.4 eV > (001) 4.38 eV. Further, each of the shapes studied was a 

mixture of several facets, so decoupling the intrinsic reactivity differences between the facets 

was further complicated. Across the three samples, Kraemer et al. noted no differences in surface 

vanadia structure, though characterization was limited to Raman spectroscopy. 
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 A second study has also investigated the potential effects of titania anchoring facet for 

vanadia-based catalysis. Tetragonal bipyrimids and rod-like materials were used as the support to 

provide preferentially (101) and (001) facets at ratios of 80:20 and 93:7, respectively.145 It was 

suggested that vanadia preferentially anchors on the (001) facet as dispersed V4+ species prior to 

occupying the (101) facet as dispersed and oligomeric species. However, quantification of the 

vanadia oxidation state was performed using XPS. At such high vacuum conditions, vanadium is 

known to readily reduce from the V5+ state. Further, the facet distribution was quite similar, 

complicating a decisive determination. Herein, titania supported-vanadia materials which exhibit 

preferentially the (101) and (001) facets of anatase titania were synthesized and evaluated to 

better understand the structure and performance of the facets of interest. In addition to other 

characterization techniques, 51V MAS NMR is employed to provide a detailed view of the 

vanadium speciation on these dominant-facet materials. 

 Anatase TiO2-101 and -001 support materials were synthesized by previously reported 

hydrothermal methods.146-148 Briefly, a commercially sourced titania (P25) was dissolved in a 

basic KOH solution and heated at 200ᵒC for 24 hours to produced potassium titanate nanowires 

(K2Ti6O13). The resulting precursor was then suspended as a 3-4 mM solution and the pH was 

adjusted to <5 for (101) and to > 13 for TiO2 (001) where urea was employed as a capping agent 

for TiO2 (001). After hydrothermal treatment, the materials were washed and calcined to 

generate (101)- and (001)-dominant anatase TiO2. The purity of the polymorph was confirmed 

by X-ray diffraction (Figure 2.15) 
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Figure 2.15. XRD patterns of synthesized TiO2 nanoparticles confirming the presence of anatase TiO2. 

 The resulting particles clearly demonstrate contrasting morphologies between the two 

samples. Figure 2.16 depicts the structure of the materials. The (101) dominant sample is an 

octahedrally-shaped bipyramid of ~50 nm in size that exhibits primarily the (101) facet. TiO2-

001 exhibits a plate-like structure of ~200 nm in size which exhibits the (001) on the long, flat 

surface and (101) on the edges. To gain a deeper understanding of the surface structure of the 

(001) facet-dominant titania sample, tilting experiments were conducted on the particles of 

titania to reveal the 3D nature of the shape. Figure 2.17 reveals that the large surface of TiO2-001 

is not perfectly flat, but is slightly convex, as a lens. From these steps, the facet distribution 

along this edge was measured as the flat components (red) being (001) and the stepped 

components (blue) as (101) based on the TEM results. The estimated surface facet fractions are 

98% (101) with 2% (001) and 35% (101) with 65% (001) for TiO2-101 and TiO2-001, 

respectively (Table 10). These materials represent an advance over previous comparisons due to 

the large differences between the surface facets of each material. Impregnation with ammonia 

metavanadate was completed on these materials with contrasting precursor solution 

concentration to yield the resulting supported vanadia catalysts. 
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Figure 2.16. TEM micrographs of TiO2-101 (left) and TiO2-001 (right) nanoparticles synthesized to exhibit 

dominant facets. 

 

Figure 2.17. TEM micrographs of TiO2-001 as a function of tilting angle illustrating the stepped nature of the 

relatively flat edge. 

Table 10. Surface properties of synthesized titania nanoparticles. 

Catalysts Facet (%) Surface Area 

(m2/g) 
(101) (001) 

TiO2 (101) 98 2 42.8 

TiO2 (001) 35 65 8.4 
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 Since the two facets had markedly different surface areas, the samples were targeted to 

match the vanadium density on the surface instead of matching the mass-based loading. For 

additional comparison, commercial P25 titania (a mixture of anatase and rutile) was also 

prepared and evaluated. The catalysts, termed xV-yyy where x is the vanadium density in V 

atoms/nm2 and y is the support material, were evaluated for weight loading based on masses 

during impregnation, solid-state NMR, and inductively-coupled plasma. The results depicted in 

Table 11 show reasonable agreement between the mass, NMR, and ICP-determined loadings, 

wich some slight over-representation of the NMR signals for the very low loading samples due 

to their low sensitivity increasing error in spin-counting. 

Table 11. Vanadia contents of facet-dominant supported catalysts. 

Catalyst 

V/nm2 

Wt.% NMR 

Loading 

ICP 

Loading 

1V-P25 1% V2O5/TiO2 (P25) 1.00% 0.83% 

2V-P25 2.5% V2O5/TiO2 (P25) 1.92% 1.94% 

5.7V-P25 5% V2O5/TiO2 (P25) 2.33% 3.63% 

1V-101 0.7% V2O5/TiO2 (101) 0.95% 0.66% 

2V-101 1.5% V2O5/TiO2 (101) 1.95% 1.20% 

4.7V-101 3% V2O5/TiO2 (101) 1.64% 2.60% 

1V-001 0.15% V2O5/TiO2 (001) 0.44% 0.11% 

2V-001 0.25% V2O5/TiO2 (001) 0.36% 0.22% 

7.9V-001 1% V2O5/TiO2 (001) 1.01% 0.92% 
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Electron energy loss spectroscopy was used to map the location of vanadia on the various 

supports. Figure 2.18 illustrates such mapping for 5.7V-P25 and 4.7V-101. As previously 

described, the signals along the outer edge indicate that vandia is well-dispersed on the catalyst 

materials. The P25 sample contains additional signal from V that is related to vanadia signal 

background subtraction. Only the bright spots should be considered for this sample. The 4.7V-

101 sample shows a thing trace of vanadium around the outer edge of each particle. The apparent 

inter-particle intense signals are due to the alignment of vanadia at the edge of multiple particles. 

Similar mapping for 7.9V-001 was attempted, but due to the thickness of the titania particle, the 

successful observation of vanadia was not achieved. Since EELS mapping provided only a 

macroscopic description of the materials, characterization of the vanadia species was conducted 

using Raman spectroscopy to provide molecular-level insights. 

 

 

Figure 2.18. EELS mapping of P25 and TiO2-101-supported vanadia catalysts. 

 



74 

 Figure 2.19 displays the Raman spectra for this series of catalysts. In all samples, the 

anatase overtone band is present at 790 cm-1. With the addition of vanadia, the vanadyl virbration 

(V=O) becomes apparent at ~1030 cm-1. At the higher loadings, this vanadyl vibration blue shifts 

due to vibrational coupling and the band at 925 cm-1 becomes visible, which is indicative of V-

O-Ti bonds. No traces related to V2O5 are visible in any of these samples. It should be noted that 

the bands associated with vandia are difficult to observe in the Raman spectra for TiO2-001 due 

to the low abundance of vanadium oxide impregnated onto this sample. This does not appear to 

be due to fluorescence-induced impurities from urea due to the favorable baseline across the 

entire spectrum. Overall, the Raman spectra indicate good dispersion and suggested the expected 

trend of increasing vanadia oligomerization at higher vanadium oxide loadings. 

 

Figure 2.19. Raman spectra of the titnia-supported nanoparticles for facet-dominant samples. 
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 Since 51V MAS NMR has been shown to provide specific molecular structural 

information, it was employed as a tool to better understand how the structures of the vanadia 

species differ on each support. The results of these NMR experiments are shown in Figure 2.20 

and summarized in Table 12. The P25-supported vanadia catalysts show an evolution of species 

that is typical of titania. At low coverages, the 1V-P25 catalyst exhibits about 50% of the species 

as isolated VO4 units (-515 ppm). The 2V-P25 sample apparently contains as similar distribution 

of species, but the maximum density of vanadium loaded on this support exhibits extensive 

oligomerization, forming a species distribution similar to those presented previously.58, 149 The 

V-101 materials exhibit a similar distribution and evolution of species to that of the P25-

supported materials. The 1V-101 sample contained a majority of species as monomeric vanadia 

with approximately 10% larger 2D polymers present at -635 ppm. At higher loadings, the 

quantity of dimeric species at -570 ppm was dramatically increased at the expense of monomers. 

At 4.7 V/nm2, the TiO2-101 sample contains an extensive quantity of dimeric and polymeric 

species with only 25% of all vanadia remaining as monomers. In contrast to the P25 and TiO2-

101 supports, the TiO2-001 supported vanadia catalyst exhibits a striking difference in vanadia 

species distribution. Even from the very low vanadium density, a large quantity of the vanadia 

are in oligomeric configurations. Only 17% are monomeric in the 1V-001 sample. As the 

vanadium oxide loading increases, the concentration of oligomeric vanadia also increased where 

the distribution revealed about 65% as 2D polymeric species. Another striking differences Is the 

large abundance of square pyramidal-type monomers at -530 ppm on the (001) facetted material. 

This is consistent with theoretical predictions for the relatively high stability of this species on 

TiO2-001.128-130 Overall, these NMR spectra confirm that at higher vanadia contents, 
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oligomerization of surface species is present. The P25 and (101)-dominant samples exhibit 

similar species contributions to each other across the loadings. The (001) samples give rise to an 

enhanced quantity of oligomeric species, even under very low vanadium densities (1V/nm2). In 

most cases, the relative population of dimeric species is maximized at the 2V/nm2 surface 

vanadia density. 

 

Figure 2.20. 51V MAS NMR spectra of vanadia supported on titnia nanoshapes exhibiting dominant facets. 
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Table 12. Summarized approximate species contributions to the 51V MAS NMR signals of dominant facet titania 

nanoparticle-supported catalysts. 

  P25 101 001 

1V/nm2 Monomer: 50.7% Monomer: 62.8% Monomer: 17.5% 

  Dimer: 42.3% Dimer: 22.8% Dimer: 11.6% 

  Polymer: 7% Poly: 14.5% Poly: 70.9% 

  Bulk: 0% Bulk: 0% Bulk: 0% 

2 V/nm2 Monomer: 55.4% Monomer: 37.1% Monomer: 13.5% 

  Dimer: 40.8% Dimer: 36.1% Dimer: 11.6% 

  Polymer: 2.7% Poly: 26.5% Poly: 61-75% 

  Bulk: 0% Bulk: 0% Bulk: 0% 

5-8 V/nm2 Monomer: 0% Monomer: 25.9% Monomer: 6% 

  Dimer: 38.1% Dimer: 45.6% Dimer: 23.90% 

  Polymer: 26.6-

49.9% 

Poly: 15.7-

24.2% 

Poly: 64.60% 

  Bulk: 12.2% Bulk: 4.3% Bulk: 5.5% 

 

 To better characterize the differences between these materials. The oxidative 

dehydrogenation (ODH) of methanol to formaldehyde was used as a probe reaction to gauge the 

performance of these species. The resulting reactivity data is presented in Figure 2.21. In all 

cases, conversion was maintained below 10% and selectivity to formaldehyde was greater than 

95%. Each support material is presented in a unique color [P25 – red, (101) – orange, and (001) 

–blue] and each vanadium density uses a different marker shape [1V – circle, 2V – diamond, and 

maximum V – square]. The results indicate that for the P25-supported material, the maximum 

activity is achieved at 2V/nm2, exhibited by a higher catalytic turnover frequency (per V atom) 

and lower apparent activation barrier (63 kJ/mol). The 1V-P25 and 5.7V-P25 both exhibited 
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lower activities and higher apparent barriers 99 and 76 kJ/mol, respectively. The trends were 

similar for the (101) dominant titania facet support. The activity was maximized at 2V/nm2 and 

the apparent barrier minimized (54 kJ/mol). In contrast, the 1V-101 material exhibited the lower 

turn-over frequency, but maintained the highest barrier (96 kJ/mol), consistent with the 1V-P25 

catalyst. The 4.7V-101 material exhibited a similar barrier to the analogous P25 sample (78 

kJ/mol). The TiO2-001 support presented the most dramatic trend. The 1V-001 sample was 

relatively inactive, orders of magnitude lower than that reported for any other material (right 

vertical axis and blue dashed line). However, the 2V-001 sample was the most active, exhibiting 

an apparent barrier of 63 kJ/mol. The 7.9V-001 sample also exhibited similar reactivity and 

barriers to the P25 and TiO2-101 supports (77 kJ/mol). Across all samples, the 1V/nm2 vanadia 

catalysts presented the highest apparent activation energy, which was reduced to about 63 kJ/mol 

at 2V/nm2. Higher vanadium loadings decreased the turn-over frequency. Such a non-linear 

variation in ODH reactivity has been previously reported for supported vandaia catalysts and 

other substrates.44, 118, 150 The effect was attributed to the relative activity of oligomers over 

polymeric species and the possible presence of bulk V2O5 at higher loadings. This contrasts 

reports which suggest that monomeric and dimeric species may be most active for methanol 

ODH.149 Given the data presented herein, there may be a correlation with the dimeric species 

present with higher activity, but the relationship is not as clear. In particular, the low activity of 

the 1V-001 sample is not explained on the basis of vanadia speciation. It should be noted that the 

nanoparticles exhibited no obvious restructuring after 2 hours of testing in the reactor (Figure 

2.22). 
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Figure 2.21. Methanol ODH reactivity of facet-dominant supported vanadia catalysts. 

In an effort to understand the repeatable low activity of the 1V-001 sample, additional 

characterization was performed. Though ICP indicated the absence of potassium, the X-ray 

Photoelectron Spectroscopy (XPS) results identified the clear presence of trace quantities of 

potassium on the catalyst (Figure 2.23). This potassium is likely residual from the synthesis 

procedure since the preparation of TiO2-001 requires the addition of KOH, which may not be 

effectively removed even after an abundance of washing stages. Such alkali species are well-

known to inhibit methanol ODH reactivity.151-153 Since the K 2p signal was detected in the 

baseline of the XPS spectra, its abundance could be estimated to be between 0.01 and 0.02%. 

These conditions would provide enough potassium species to impact reactivity, which is first 

observed at alkali-vanadium ratios of 0.25. At higher vanadium loadings, the effect of trace 

quantities of potassium presence is apparently lessened. To evaluate the effect of further 
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potassium loading, an additional 0.02% of potassium was doped on the 1V-001 sample. The 

resulting reactivity (Figure 2.24) was consistent with the parent sample, indicating that further 

potassium addition was not impacting the observed reactivity. The 2V-001 sample experienced 

moderate reactivity inhibition of ~30% and the 7.9V-001 sample was less affected. 

 

 

Figure 2.22 STEM images and election diffraction pattern of TiO2-(001) [top] and –(101) [bottom] after methanol 

ODH reaction for 2 hours. 
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Figure 2.23. XPS results of supported vanadia catalysts indicating the presence of potassium on the (001)-supported 

vanadium oxide catalyst. 

 

 

Figure 2.24. Impact of potassium doping on 1V-001. 

 

 Given the challenges of decoupling the facet effect and the vanadia structure effect on the 

reactivity, it is at present difficult to draw definitive conclusions about the properties of the 

support which alter the chemical reactivity. There appears to be a maximum activity on each 

sample when 2V/nm2 were anchored to the support, with TiO2-001 showing the highest activity 
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among the three supports compared. This is potentially be due to the high abundance of dimeric 

vanadia which may exhibit higher intrinsic reactivity than other sites, but this correlation is not 

well-illustrated. It is, however, clear that agglomeration is favored on (001)-supported samples. 

This may be due to the preferential deposition of vanadia on TiO2-001 as previously reported,145 

or perhaps crowding of vanadia occurs on the minority facet of (101) due to the higher surface 

energy of TiO2-101. Given the dominating presence of the -530 ppm peak on these TiO2-001 

samples, it seems likely that at least some monomeric vanadia are anchored to the (001) facet or 

the step sites along the plate-like particle planes. It can also be speculated that residual urea 

species or potassium atoms leftover on the (001) are directing vanadia to be anchored on the 

(101) facet. If such a crowing on the minority (101) facet was the dominating explanation for the 

observed vanadia speciation, it could be approximated that the local vanadia density for 1V-001 

was up to 3V/nm2 on the (101) facet of 1V-001. A comparison of the species observed for 2V-

101 and 4.7V-101 to those on 1V-001 illustrates that such local surface densities on the (101) 

facet would not generate oligomerization to the extent exhibited on 1V-001. As such, it is 

hypothesized that the vanadia are anchoring to the (001) facet as well, but may have a preference 

for the relatively defective step sites which are minimal in quantity. Indeed, it has been shown 

that the (112) facet can serve as part of a transition between (101) and (001) and it exhibits an 

even higher surface free energy than (101) (0.44 vs 0.65 eV).154 This facet was described for 

titania nanoparticles with curved surfaces, similar to some portions of the long edge of the TiO2-

001 support. As such, these species are tentatively ascribed to vanadia agglomerated along these 

step sites. Given this property for TiO2-001 to promote oligomerization, however, it is feasible to 

assume based on the previous section that V-001 materials would make good catalysts for the 

SCR reaction. To apply this finding, SCR was conducted on the series of samples and presented 
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in Figure 2.25. As predicted, the TiO2-001 supported samples demonstrate higher SCR TOF (per 

V atom per s) than the other materials. Interestingly, the 2V-001 sample exhibited the highest 

performance for SCR of NO by NH3. These observations illustrate how the properties of the 

exposed facet can be examined and exploited for enhanced operational performance. In this 

study, it was shown that the (001)-dominant titania nanoshape preferentially anchored vanadia in 

the form of dimeric and oligomeric surface species for reasons speculated above. As such, the 2-

site requirement for the SCR reaction could be satisfied more readily on the (001) catalyst.  

 

Figure 2.25. SCR activity of dominant facet titania catalysts. 

 

2.4 Structure of Vanadia on bi-layered TiO2/SiO2 Supports 

Maximizing both the vanadia dispersion and loading the maximum quantity on a surface 

is a challenging balance for materials such as silica, which exhibits fairly high surface area, but 
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experiences limitations in the quantity of vandia that can be dispersed. Mesoporous silica has 

become an attractive option due to the relatively high surface area (>800 m2/g) and ordered 

channels with tunable pore sizes. MCM-41 was shown to be highly active and selective with 

increased amounts of vanadium 155. The SBA-15 was selected for this study has a typical surface 

area between 600 and 1200 m2/g on the hexagonal channels with tunable diameters in the range 

of 5-30 nm. The large surface area suggests that higher amounts of vanadia that can be dispersed 

within the mesoporous channels.156 Thermal and hydrothermal stability is also enhanced by the 

thicker walls (31-64 Å) of this support, making it a highly suitable support for vanadia catalyst 

applications. When compared to conventional silica, improved reactivity was observed for the 

propane ODH reaction.157  158 SBA-15 synthesis has also been the specific target of some 

literature 159-161.  An advantage of SBA is the tunable support size, which can alter surface use 

efficiency and mass transport limitations, but also makes consistent synthesis more 

challenging.162  

Efforts to characterize the structure of these supported vanadia materials have resulted in 

contrasting observations, which likely originate from small differences in the synthesis 

conditions and available anchoring sites on the mesoporous silica.163-164 Structurally, no 

crystalline V2O5  was observed until a loading of 4% vanadia was achieved on SBA-15 (0.81 

V/nm2); 165 however, the structural similarity across loadings has also been noted for vanadia 

catalysts on SBA up to 3.1 V/nm2 which comprised of primarily dispersed and some oligomeric 

vanadia up to this loading, with the ratio depending on the quantity of vanadia present.158 Raman 

studies have shown the absence of bulk V2O5 up to both 1.45 V/nm2 and 0.69 V/nm2.157, 166  
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The desire to improve catalytic performance and take advantage of the high surface area 

of silica has led to the demonstration of augmenting the support with a layer of a second 

supporting material (bi-layered catalysts) to improve the catalytic reactivity by 2-3 orders of 

magnitude.143, 167-168 Methanol-TPSR was also used as a chemical probe to distinguish the 

surface acidic (dimethyl ether), redox (formaldehyde), and basic (carbon oxides) sites of the bi-

layered catalysts on silica since dissociative chemisorption forms CH3O.143 When vanadia was 

placed on the titania layer, the reaction rate constant was relatively high for all three reactions 

probed compared to vandia on silica alone. The selectivity with the modified surface layer was 

largely the same as with only VOx/SiO2 except for the case of alumina modification. The main 

effect across all modifying layers was enhanced activity.143 The surface structure did not appear 

to change with the addition of the titania layer, suggesting that differences in activity are not 

attributed to structural, but chemical changes through a ligand effect.169 170-171. It was proposed 

that the enhanced redox activity is related to the lower electronegativity of the substrate 

(Si>Al>Ti~Zr), which is inversely related to the electron density at the V-O-S bridge commonly 

assigned as the active site. Nevertheless, detailed investigations into the structure of these bi-

layered supported oxides were conducted to provide a detailed description of the surface. 

The anchoring positions of vanadia on layered alumina on silica, for example, were 

explored and found that the Al-OH hydroxyls were consumed first during V deposition due to 

the more basic properties of Al-OH relative to Si-OH (Al(III) is less electronegative than Si(IV) 

and has the higher pH at PZC). 172 This preference in support coordination is believed to be 

responsible for the redox activity enhancement, Dehydration reactivity (acid sites) was not found 

to change with the application of vanadia, possibly because the Si-OH-Al proton is the active site 

for such reactions. A similar study for V2O5/ZrO2/SiO2 demonstrated a preference for vandia 
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deposition on zirconia and increased methanol oxidation TOF as well. The surface is less basic 

than pure zirconia and the electron density on the V-O-Zr bridge increases relative to silica due 

to the lower electronegativity.173 This study has confirmed that catalyst enhancement is possible 

with bi-layered supports. Supports with low electronegativity have a lower tendency to withdraw 

electrons from the V-O-S bond, allowing for better electron exchange with the reactants of 

oxidation reactions.174-175  

 To take advantage of what has been learned from silica-supported and titania-supported 

vanadia characterization to help better understand how the reactivity enhancement occurs, the 

V2O5/TiO2/SiO2 class of materials was selected as the system of choice to elucidate the structure 

of vanadia on the surface. It was shown before with Raman, UV-vis DIR DRS, XANES, and 

XPS that, similar to the silica-supported materials, vanadia was predominantly isolated VO4 

units under dry conditions and apparently polymerized upon hydration.176 In this case, the 

vanadium preferentially binds to the titanium over the silica, but not exclusively as the ratio of 

O=V(O-Si/Ti)3 varies with vanadia and titania loading as suggested by TPR and other 

investigation 164, 177. This is supported by the higher surface free-energy observed for exposed 

TiO2 sites relative to SiO2 
178. The ligand ratio greatly impacts the chemical properties of the 

VO4. As previously described, the TOF for methanol oxidation is much higher with the bilayer 

support relative to silica alone, but the reducibility is still lower than that for titania support, so 

silica still influences the catalytic properties. The synergy between the high surface area of 

mesoporous silica and a titania overlayer was demonstrate by Herrera who highlighted enhanced 

vanadia dispersion on the bilayer due to the relative inactivity of silica towards vanadia 

deposition.179 Titania was added to achieve ~1.33 TiO2/nm2 (~10 wt% on MCM-41 with SA = 

689 m2/g).180 When vanadia was included, only isolated VO4 sites are present up to monolayer 
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coverage (~12% or 2.6V/nm2) with terminal titanol sites observed. Vanadia was shown to 

preferentially interact with Ti on surface due to the more basic character relative to Si, evidenced 

by Raman bands corresponding to V-O-Ti bonds. Methanol oxidation increased by an order of 

magnitude when a layered support included on silica. Both polymeric and isolated vanadia sites 

were speculated.181 

On silica, about 4 Ti/nm2 equates to monolayer coverage and 2.6 V/nm2 does as well.61, 66 

The results suggest that the surface structure of the titanium layered onto silica may be similar to 

crystalline anatase, but depends strongly on the environmental conditions.66 At 1% loading on 

dehydrated silica, isolated TiO4 units are observed. Polymerized, one-dimensional TiO5 species 

observed at 5% loading. When monolayer coverage is approached, two-dimensional polymerized 

Ti is the dominant species. XANES demonstrated an increase in coordination upon hydration. 

Two types of TiO2/SBA-15 supports differing in their microporosity were tested for crystal 

structure of the titanium. Crystallization in the highly microporous sample began at 150°C, while 

the other did not see significant crystallization until 350°C, suggesting that nanocrystalline 

titania in the micropores initiates nucleation to form the anatase phase observed. As a result, 

vanadia is anticipated to adsorb to the microporous structure selectively to interact with titania.182 

This was later confirmed by Raman spectroscopy.183 

NMR has also been employed to provide a detailed view of the surface of SBA-15-

supported vanadia. The results indicate the dominance of isolated tetrahedral V5+ with the 

potential presence of minimally polymerized sites. A weak signal appeared for the dehydrated 

4.5% sample, suggesting a more highly coordinated phase more commonly seen in hydrated 

samples.157, 184 Isolated V5+ species are proposed to be of the O=V(-O-S)3 configuration as 
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previously reported and after hydration, take on an octahedral morphology and coordinate with 

two water molecules.155 While no direct studies using NMR were noted for vanadium on bi-

layered titania and SBA-15, useful information can be extracted from previous studies with bi-

layer supports of other silicas. Early reports of titania supports demonstrated bulk-like vanadia 

environments, but limited sample information is presented to accompany the claim.185 However, 

a well-documented vapor deposition procedure demonstrated varying surface morphologies 

based on the loading and dispersion of the vanadia.186 Other reports of mixed oxide supports with 

silica have suggested more similarities to the other metal component than with a pure silica 

support.187  51V NMR for V2O5/ZrO2/SiO2 catalyst also demonstrated isolated tetrahedral 

morphology of the vanadia.188 

To confirm enhanced dispersion with bi-layered supports, 51V NMR was used to probe 

V2O5/TiO2/MCM-41, another mesoporous silica-based bi-layered catalyst. In this work, the 

spectra of bulk V2O5 were compared to that of V2O5/MCM-41 and V2O5/TiO2/MCM-41.189 The 

results showed that loading vandia directly on the mesoporous silica generated bulk-like V2O5 

due to poor interactions with the support during synthesis. When titania was applied, however, 

the dispersion was greatly enhanced. Dehydrated vanadia on titania on silica produced two peaks 

at -280 and -460 ppm.190 Lapina reports deconvolution of the spectra and confirmed the presence 

of tetrahedral and octahedral sites for hydrated and dehydrated sites. However, there were 

concerns of poor TiO2 dispersion resulting from the synthesis technique (incipient wetness). 

Another NMR study reported only a small peak for vanadium coordinated to O-Ti, suggesting 

poor Ti coverage.191 A broad spectrum of three peaks was present which represent tetrahedral (-

515 ppm), octahedral (-320 ppm), and a peak in between at lower intensity for five-coordinated 

species which may be bonded to titania (-420 ppm). 
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Such detailed insight is of great interest for these systems to better describe how the 

vanadia sites evolve with catalyst formulation to better understand their reactivity. The 51V MAS 

NMR data for a series of V2O5/x% TiO2/SBA-15 is presented in Figure 2.26. The results for 

vanadia directly loaded onto SBA-15 reveal two features; one at -590 and one at -688 ppm. The 

previously presented results on the dry silica catalyst suggest that the -688 ppm peak corresponds 

to isolated VO4 units on the silica surface and may potentially also represent dimers or cyclic 

trimer species. The smaller peak at -590 ppm may be related to vanadia accumulation in the 

micropores, evidenced by its relatively narrow linewidth suggesting  a more uniform structure.182 

With the progressive addition of titania to the SBA-15 support, the line at -688 ppm is shown to 

gradually migrate downfield to -678 ppm and broaden. This may be a consequence of V-O-Si 

linkages exchanging for V-O-Ti linkages at the interface modulating the chemical shift and 

decreasing the homogeneity of sites. However, due to the amorphous surface structure of 

mesoporous silica, the same limitations in speciation identification with 51V NMR are apparently 

present for bi-layered systems where silica is first supporting layer as they were with silica-

supported vandaia. At the maximum titania loading, 13%, the monolayer of vanadia on SBA-15 

(4%) was exceeded to probe if the titania enabled a higher capacity for vandia as the bulk oxide 

does. The NMR spectrum revealed the presence of a sharp peak at -613 ppm, indicating that bulk 

V2O5 had formed at this higher vandaia coverage. 
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Figure 2.26. 51V MAS NMR of V2O5/x% TiO2/SBA-15 catalysts. 

 

 In summary, bi-layered supports offer an attractive option to tune the reactive of vanadia-

based catalysts by depositing another metal oxide on the high surface area of silica. 

Characterization by 51V MAS NMR to provide specific information regarding the speciation of 

vanadia on the surface suffers from the same limitations as the pure silica support even when the 

second oxide layer is present; however, a gradual shift in the main resonance feature and its 

broadening may indicate V-O-Ti linkages are forming at higher titania surface densities in place 

of some of the V-O-Si support bonds (noting that titania-supported resonances typically appear 

downfield of those from silica-supported vanadia).   
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CHAPTER THREE: STRUCTURE OF WATER-PERTURBED VANADIUM OXIDE 

CATALYSTS 

Water is a common constituent to many chemical systems and has been noted to have an 

effect on the structures of catalytic materials such as vanadium oxide. At high-temperature 

reaction conditions, the surface is described as retaining a dry state due to the limited interaction 

of water with the catalyst material; however, during low-temperature applications or extended 

operational times, water may well induce structural changes to the catalyst. In this chapter, the 

effects of water on the active sites of vanadia catalysts will be explored, highlighting the 

importance of ensuring spectroscopic measurements under relevant conditions due to the vast 

changes that present themselves. 

3.1 Water-Mediated Structural Transformation of Silica-Supported V2O5 Catalysts 

Based on Nicholas R. Jaegers, Chuan Wan, Mary Y. Hu, Monica Vasiliu, David A. Dixon, Eric 

Walter, Israel E. Wachs, Yong Wang, and Jian Zhi Hu; “Investigation of Silica-Supported 

Vanadium Oxide Catalysts by High-Field 51V Magic-Angle Spinning NMR” The Journal of 

Physical Chemistry C 2017 121 (11), 6246-6254 DOI: 10.1021/acs.jpcc.7b01658 

 

Prior investigations of the molecular structure of supported vanadium oxide catalysts 

noted significant structural changes between a dehydrated sample and one that was exposed to 

ambient conditions. This was demonstrated conclusively by in situ Raman spectroscopy of 

vanadium oxide supported on titania and alumina192 as well as X-ray Absorption Near Edge 

Spectroscopy (XANES) and another Raman study ascribed the change to V2O5-like structures 

under hydrated conditions.61, 193 Multiwavelength Raman has even successfully identified a 
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second monomeric surface VOx species on silica at submonolayer coverages that was ascribed to 

a partially hydroxylated vanadium oxide center.194 One hypothesis suggested that the changes 

arise from water coordination which generated a five-coordinated tetrahedral structure.72 Another 

relates the system to a phase diagram which demonstrates that the nature of surface vanadium 

oxide under hydrated conditions depends on the pH of the solution and concentration of 

vanadium oxide, and that those structures in solution are expected on the oxide surface.195 With 

this, increasing vanadia content would cause the pH of the wet surface to decrease, facilitating 

oligomerization through decavanadate clusters until bulk-like vanadium oxide is formed. The 

presence of these decavanadate structures have been previously proposed based on Raman 

spectroscopy.196 Support bridge bond hydrolysis has been proposed in the presence of sufficient 

ambient moisture, which may hydrolyze the bridging V-O-Si bonds giving rise to polymeric 

vanadium oxide species through an olation process, where V-OH-V bridges form and 

oligomerize until V2O5*(H2O)n gels form.61 Further Raman analysis demonstrated the partial 

reversibility of this hydration process and has asserted that this can occur without large amounts 

of water.197 To help elucidate the specific molecular structures of such hydrated samples, high-

field NMR measurements were conducted on 3% and 8% V2O5/SiO2. The results of these 

measurements are presented in contrast to the dehydrated counterparts in Figure 3.1. 

Both dehydrated, silica-supported materials exhibit a single broad feature at -675 ppm 

that may be ascribed to monomeric, dimeric, or cyclic trimeric vanadia structures. In contrast, the 

low- and high-loading hydrated state samples each split into two resonances, which exhibited 

major peak at -566 ppm, an upfield shoulder at ca. -610 ppm, and a similar spinning sideband 

pattern (*). The small peak at -610 ppm is well matched with the signals from bulk V2O5, so this 

signal is likely associated with crystalline V2O5 nanoparticles from hydration-induced 
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agglomeration of the surface vanadium oxide species. Relatively little difference is observed 

between the two samples in the hydrated state. 1H NMR spectra can be found in the supporting 

information and demonstrates a broad peak associated with water under ambient conditions, 

confirming the contrast between the two hydration states. 

 

Figure 3.1. Solid-state 51V MAS NMR of supported 8% and 3% VOx/SiO2 under hydrated (36 kHz) and dehydrated 

(38 kHz) conditions. 

 

The fractional comparison of all detected vanadium species for each sample are given in 

Table 13. These hydrated vanadium oxide catalysts consistently provide more than 84% as the -

567 ppm species with the balance identified as the -610 ppm species. To aid in the interpretation 

of such peaks, models similar to the dehydrated models in 2.1 Silica-supported V2O5 were 

adapted from those employed in titania-supported materials deviated substantially from the 

observed chemical shifts (Table 14). Water-coordination to these model surfaces can modulate 

the calculated shielding by 20 ppm, but the results remain inconsistent. As such, utilizing vicinal 

silanols as the anchoring sites for hydrated vanadium species is likewise inappropriate.  
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Table 13. Integrated peak fractions for each modeled species of the 51V NMR spectra 

Sample -566 -610 -675 

Hydrated 3% 0.842 0.158 - 

Hydrated 8% 0.876 0.124 - 

Table 14. DFT-optimized structures of hydrated vicinal silica models. 

Cluster 

  V   Si   O   H 

   
Cluster Formula 

BLYP-D 

Hydrated 

BLYP/ 

ZORA 

Hydrated 

  

OVO3(SiO(OH))3 -408 -401 

 

OVO2(Si3O3(OH)3)OH -493 -500 

 

OV(OH)2O(Si3O3(OH)5) -534 -541 

 

V2O7(SiO(OH))4 -570 -593, -558 

 

V2O7(SiO((OSi(OH3))4 -569 -576 

 

V4O13O(SiO3(SiOH)2)2 -584 
-572, -626,  

-643, -567 

 

V4O12(SiO(OH))4 -579 
-583, -602, 

 -601, -600 

 

V4O12(SiO((OSiOH)3))4 -591 
-627, -589,  

-598, -620 
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Water was also added to those dehydrated models which exhibited good agreement with 

the experimental observations. In these, two water molecules were added to the system and 

coordinated with the VO4 unit (quantified in Table 15 and depicted in Figure 3.2). This addition 

resulted in a downfield shift of the monomer by about 7 ppm with both theoretical approaches. 

Chemical shift values centered on -671 ppm were calculated for the dehydrated dimer, but when 

hydrated, two vanadium atoms in the dimer exhibit a difference of about 20 ppm from each other 

(centered at -621 for BLYP-D and -626 ppm for the BLYP/ZORA). In the linear trimer model, 

the central vanadium atom exhibited a chemical shift deshielded by nearly 100 ppm (BLYP-D) 

or 80 ppm (BLYP/ZORA) relative to the outer two vanadium atoms. Hydration changed the 

predicted chemical shifts to -572 and -653 ppm (BLYP-D) and to -579 and -658 ppm 

(BLYP/ZORA). The cyclic trimer model exhibited a modest change in chemical shift with 

hydration. Generally, the chemical shifts predicted in the presence of water are deshielded 

relative to their dry components. Apart from the hydrated dimer structure at -620 ppm, further 

addition of water did not permit the shifts near the observed -610 ppm peak. When six water 

molecules were added to the dimer instead of four, the chemical shift decreased to -630 ppm. 

Table 15. Calculated 51V NMR chemical shifts of vanadium clusters relative to VOCl3 

Cluster Number 

of H2O 

BLYP-D BLYP-D 

Hydrated 

BLYP/

ZORA 

BLYP/ZORA 

Hydrated 

Monomer 2 -676 -669 -680 -673 

Dimer 4 -670 

-672 

-631 

-611 

-675 

-678 

-635 

-617 

 

Linear 

Trimer 

4 -515 

-614 

-619 

-572 

-656 

-649 

-537 

-632 

-636 

-579 

-661 

-654 

Cyclic 

Trimer 

 

2 -661 

-661 

-706 

-663 

-682 

-687 

-661 

-679 

-703 

-658 

-675 

-680 

Vanadium atoms are ordered to match dry with hydrated. 
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Figure 3.2. Optimized DFT structures of V2O5/SiO2 where a is the monomer, b is a di-hydrated monomer, c is a 

dimer, d is a tetra-hydrated dimer, e is a linear trimer, f is a tetra-hydrated linear trimer, g is a cyclic trimer, and h 

is a di-hydrated cyclic trimer. 

 

Models were also generated to gauge the effect of the V-O-Support bridge hydrolysis to 

test the hypothesis of a hydrolysis mechanism leading to the formation of vanadia gels. A 

hydrolyzed VO2(H2O)4
+ cluster well agrees with the primary feature in the hydrated samples (-

575 ppm, BLYP/ZORA). As such, hydrolyzed structures are promising initiation points for the 

evaluation of hydrated molecular structures on silica. A series of hydrolyzed monomer and dimer 

clusters was investigated which analyzed the progressive hydrolysis of support bridges and 

formation of V-O-V bonds. The most relevant results are presented in Table 16 and additional 

configurations are located in Appendix C: Additional Supporting Data. A visual representation 

of these structures is available in Figure 3.3. The listed calculated chemical shifts for hydrolysis 

steps proposed by Gao61 and Xie197 generally result in deshielded nuclear resonances relative to 
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dehydrated, anchored structures. The di-grafted monomer structure with triple water coordination 

(Figure 3.3b) and di-grafted dimer (Figure 3.3j) (which has two bridge bonds hydrolyzed) both 

show chemical shifts at the BLYP-D and BLYP/ZORA levels near the -566 ppm experimental 

value. Additionally, the dry di-grafted monomer (Figure 3.3a) and the structure with four waters 

(Figure 3.3c) are predicted to have chemical shifts from about -620 to about -630 ppm, similar to 

the chemical shift calculated for bulk vanadium oxide, the experimental V2O5 reference, and the 

experimental chemical shift observed in the hydrated spectra. Fully-hydrolyzed isolated clusters 

(Figure 3.3e-i) resulted in chemical shifts near -500 ppm to -520 ppm, as did the V-(OH)2-V 

cluster (Figure 3.3l-m). Structures with molecular water bridging between a monomer and dimer 

also were predicted for various separation distances between the two vanadium species. The 

results (Appendix C: Additional Supporting Data) indicate deshielding relative to isolated 

monomer structures (-590 ppm), but do not correspond to the observed -566 ppm. The remaining 

cluster models demonstrate chemical shifts between -460 and -560 ppm.  

Table 16. Calculated 51V NMR chemical shifts for hydrated cluster models of altered surface morphologies due to 

the hydrolysis of anchoring sites 

Cluster 

 
Number 

H2O 

BLYP-D 

dry 

BLYP-D 

Hydrated 

BLYP/ZORA 

dry 

BLYP/ZORA 

Hydrated 

Di-grafted monomer 4 -625 3H2O: -574 

4H2O: -619 

-631 3H2O: -579 

4H2O: -625 

Mono-grafted 

monomer 

8 -603 -510 -610 -516 

Non-grafted 

monomer 

4 -492 -525 -499 -532 

Non-grafted dimer 2 -533 

 -550 

-550 

-601 

-541 

-557 

-594 

-606 

Di-grafted dimer 2 -560 

 -566 

-584 

-589 

-567 

-572 

-591 

-594 

V-(OH)2-V bridge 

di-grafted 

4 -463 

-508 

-488 

-507 

-469 

-514 

-516 

-498 
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Figure 3.3. Optimized Geometries from Table 16. Calculated 51V NMR chemical shifts for hydrated cluster models 

of altered surface morphologies due to the hydrolysis of anchoring sites. Where a is a di-grafted monomer, b is a tri-

hydrated di-grafted monomer, c is a tetra-hydrated di-grafted monomer, d is a mono-grafted monomer, e is a 

hydrated mono-grafted monomer, f is a non-grafted monomer, g is a hydrated non-grafted monomer, h is a non-

grafted dimer, i is a hydrated non-grafted dimer, j is a di-grafted dimer, k is a hydrated di-grafted dimer, l is a V-

(OH)2-V bridge di-grafted dimer, and m is a hydrated V-(OH)2-V bridge di-grafted dimer 

 

The results of the solid state 51V MAS NMR spectra clearly show a change in the 

chemical environment for the vanadium nuclei for the supported V2O5/SiO2 catalysts depending 

on the presence or absence of water. With hydration, a major peak at -567 ppm and a shoulder at 

-613\0 are detected. The NMR spectra clearly confirm the presence of a side peak in the hydrated 

sample similar to reports by Schimmoeller et al.72 No significant changes were noted between 

the NMR spectra of the 3% and 8% samples, suggesting that the structures of these two catalysts 

are similar given the difference in surface densities. Assignments of the two observed peaks for 

the hydrated phase structure are less straightforward than their dehydrated counterparts, as 

expected from conflicting literature reports. The proposed hydrolysis of the V-O-support bonds 
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leads to the observed species present in the hydrated NMR spectra. Structural models with a 

varying number of linkages were employed to gauge the stability of the various hydrolyzed 

structures. Tielens et al. found that under ambient hydration conditions, the mono-grafted species 

is the most stable up to 220 K and di-grafted is the most stable species from 220-550 K. These 

thermodynamic calculations support the preference for a di-grafted over mono-grafted in our 

system (at about 300 K). The results of this study do indeed suggest the possibility of di-grafted 

species being present with water coordination resonating at -567 ppm. The hydrated dimer 

species with two bridge bonds (di-grafted dimer) also has a calculated chemical shift at -586 ppm 

(BLYP-D) and -592 ppm (BLYP/ZORA), which is somewhat similar to the observed value of -

566 ppm. The hydrated non-grafted dimer may also be present. Given the difference between the 

calculated and observed model compound chemical shifts, the hydrated dimer species with two 

bridge bonds cannot be eliminated as a possibly observed species. The small -610 ppm peak 

observed in these hydrated spectra is evidence of a bulk V2O5 component being present as 

crystalline nanoparticles stemming from prolonged exposure of the samples to ambient 

conditions. The lack of this minor -610 ppm feature in the dehydrated catalysts indicates that the 

small V2O5 nanoparticles have likely dispersed upon the SiO2 support during the dehydration-

evacuation step.  

The potential presence of hydrated decavanadate clusters and vanadia gels are also 

considered. Literature reports of the chemical shift for decavanadate have indicated that a minor 

peak at -426 ppm and foremost peaks at -512 and -531 ppm should be present for a di-protonated 

decavanadate structure.198 Consulting the pH phase diagram proposed by Baes,195 this should be 

the form present on the silica support whose isoelectric point is typically recorded to be between 

2 and 3 on the pH scale. Model structure calculations for [V10O26(OH)2]
4-, [V10O27(OH)]5-, and 
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[V10O28]
6- (Figure 3.4 and Vanadia gels are not easily generalized. There are at least two distinct 

vanadia gel compounds that have been identified on the basis of the degree of hydration.199-200 A 

second complication is the uncertainty surrounding layering of the crystal structure. Two 

competing hypothesis suggest that either water is inserted between the layers of the bulk V2O5 or 

that there are two vanadium oxide layers with terminal oxygen atoms facing a water layer on 

either side of the bilayer.201 Furthermore, reports concerning the 51V chemical shift of these 

vanadia gel materials have varied greatly. Nabavi et al. initially reported a resonance at -276 

ppm,202 and later reported the static spectrum at -340 ppm.203 MAS resolved this material to 

broad isotropic shift resonating at -559 ppm.204 Three more recent studies have found four peaks 

in the vanadia gel samples that resonate near -572, -593, -622, and -663 ppm.205-207 Though the 

chemical shifts of these four peaks are near the peaks in the hydrated V2O5/SiO2 spectra, only 

two of these features match what is observed: -572 ppm is near the observed -566 ppm peak and 

-622 ppm is reasonably close to the observed -610 ppm peak. The other two features detected in 

vanadia gel (-593 and -663 ppm) were not observed in the hydrated V2O5/SiO2 spectra. The lack 

of continuity between vanadia gel spectra and those collected for the hydrated V2O5/SiO2 

suggests that the structure is likely to be isolated, di-grafted or di-grafted dimer vanadia species. 

This would also explain the increase in anisotropy relative to the isolated VO4 unit observed in 

the dehydrated sample. The peak at -610 ppm likely correlates strongly with the bulk V2O5-like 

structures, which become dispersed again upon dehydration. 

 

Table 17) show a similar peak distribution across protonation levels to the reported 

spectra, but with a horizontal shift. None of these peaks are observed in the hydrated 51V NMR 

spectra, however, indicating that decavanadate is not present.  
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Figure 3.4. Optimized geometry of di-protonated decavanadate structure with vanadium reference numbers. 

COSMO was used for hydration with a radius of 1.9 Å and dielectric of 78.39. 

Vanadia gels are not easily generalized. There are at least two distinct vanadia gel 

compounds that have been identified on the basis of the degree of hydration.199-200 A second 

complication is the uncertainty surrounding layering of the crystal structure. Two competing 

hypothesis suggest that either water is inserted between the layers of the bulk V2O5 or that there 

are two vanadium oxide layers with terminal oxygen atoms facing a water layer on either side of 

the bilayer.201 Furthermore, reports concerning the 51V chemical shift of these vanadia gel 

materials have varied greatly. Nabavi et al. initially reported a resonance at -276 ppm,202 and 

later reported the static spectrum at -340 ppm.203 MAS resolved this material to broad isotropic 

shift resonating at -559 ppm.204 Three more recent studies have found four peaks in the vanadia 

gel samples that resonate near -572, -593, -622, and -663 ppm.205-207 Though the chemical shifts 

of these four peaks are near the peaks in the hydrated V2O5/SiO2 spectra, only two of these 

features match what is observed: -572 ppm is near the observed -566 ppm peak and -622 ppm is 

reasonably close to the observed -610 ppm peak. The other two features detected in vanadia gel 

(-593 and -663 ppm) were not observed in the hydrated V2O5/SiO2 spectra. The lack of 
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continuity between vanadia gel spectra and those collected for the hydrated V2O5/SiO2 suggests 

that the structure is likely to be isolated, di-grafted or di-grafted dimer vanadia species. This 

would also explain the increase in anisotropy relative to the isolated VO4 unit observed in the 

dehydrated sample. The peak at -610 ppm likely correlates strongly with the bulk V2O5-like 

structures, which become dispersed again upon dehydration. 

 

Table 17. Calculated 51V chemical shift values of decavanadate at different levels of protonation (P), resulting in 

different charges (-4, -5, -6), and using COSMO for solvation effects (w). ZORA results are found in the brackets 

[ZORA] 

Protons 

– charge 

- water 

V(11) V(12) V(13) V(14) V(21) V(22) V(23) V(24) V(31) V(32) 

0P -6 -410 

[-421] 

-419 

[-430] 

-411 

[-427] 

-416 

[-422] 

-384 

[-396] 

-383 

[-394] 

-384 

[-395] 

-382 

[-396] 

-282 

[-290] 

-278 

[-294] 

1P -5 -412 

[-422] 

-465 

[-475] 

-461 

[-441] 

-431 

[-471] 

-412 

[-393] 

-388 

[-425] 

-381 

[-400] 

-413 

[-424] 

309 

[-316] 

-303 

[321] 

2P -4 -470 

[-479] 

-478 

[-487] 

-484 

[-485] 

-477 

[-492] 

-432 

[-437] 

-436 

[-452] 

-426 

[-448] 

-440 

[-443] 

-303 

[-329] 

-318 

[-315] 

0P -6 w -473 -468 -474 -468 -443 -447 -443 -446 -342 -342 

1P -5 w -467 -497 -495 -474 -461 -440 -442 -462 -353 -344 

2P -4 w -497 -497 -504 -498 -465 -470 -460 -468 -339 -346 

 

 

3.2 Hydrated Titania-Supported V2O5 Catalysts 

The effect of moisture exposure of the catalyst is also of interest in light of the dramatic 

structural changes that occur to vanadium under these environments.121, 208-209 Further, such 
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conditions have recently been shown to be relevant for the photocatalytic oxidation of methanol 

since at low temperatures, moisture can remain at the surface and impact the structure of 

vanadia.210 These changes were probed with 51V MAS NMR of the silica-supported vanadia 

catalysts in the preceding section, but a change in speciation is expected for tiania-supported 

catalysts as well.  

Titania-supported samples exposed to an ambient environment were probed by 51V MAS 

NMR and are presented in Figure 3.5. In a striking change over the dehydrated spectrum (Figure 

2.9), the 5% V2O5/TiO2 catalyst’s distribution narrowed to only two distinct spectral features. 

The majority signal, -614 ppm, exhibits a strong sideband pattern and is ascribed to bulk V2O5 

particles, which form surface formate species in the photocatalytic oxidation of methanol. The 

minority signal at -628 ppm, consisting of just 19% of the total signal, is narrow and produces no 

obvious sideband pattern, indicative of a relatively mobile phase, potentially forming a solution-

like layer of dissolved vanadia. This 5% V2O5/TiO2 catalyst clearly demonstrates a dramatic 

modulation of surface species when hydrated.  

The 1% V2O5/TiO2 sample under a hydrated environment no longer contains the signal 

ascribed in the dehydrated spectra to tetrahedral monomers with a protonated oxygen bridge (-

480 ppm). A small shift and reduction in quantity of tetrahedral monomers was also observed. 

This signal near -513 ppm is also consistent with DFT predictions of the vanadium chemical 

shift of monomeric vanadia interacting with water molecules (Figure 3.6). The peak ascribed to 

square pyramidal vanadia around -533 ppm increases slightly (2–3%), but this may also be a 

result of tetrahedral monomers interacting with water (Figure 3.6). A peak at -540 is generated 

upon interaction with water. This feature may be related to double-bridged dimers interacting 
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with water (-540, -550 ppm), though the dehydrated (-562 ppm) species’ concertation in the 

sample is roughly the same for both dry and hydration conditions, indicating that agglomeration 

of monomers would be taking place if this identification were correct. A reduction (~8%) in the 

species around -580 and a slight downfield shift (2–8 ppm) is also apparent relative to 

dehydrated materials. Initial calculations of the water-free model suggested this peak in the 

spectra of hydrated vanadia on silica could be related to monomeric tetrahedra with a bridge 

bond hydrolyzed, the presence of which was predicted theoretically, but interaction with water 

would result in an upfield shift to -600 ppm (Figure 3.6), which is not observed.121 The 

assignment of this species is thus retained as oligomerized vanadium, but diminished in intensity 

and shifted due to interactions with water and surface restructuring. High-field signals show a 

dramatic increase in contribution to the total signal in both samples, which suggest more 

polymeric vandia species. A broad signal at -630 ppm dominates the spectrum at 40%. This 

species likely includes the bulk V2O5 signal noted in small quantities in the dehydrated case and 

accounts for a wide distribution of similar signals. The center of the peak shifts to a lower field, 

which may indicate longer polyvanadate chains since internal vanadia resonate nearer this value. 

Specific changes to the tungsten-promoted sample are less clear due to the broader nature 

of the vanadium signals and relatively minimal changes to the spectra, which may be indicative 

of the promotional effect of the element and the relative stability of vanadium over tungsten on 

titania.211 The impregnated sample suggests the near elimination of monomeric species and the 

development of a broad peak at -560 ppm that appears to be partially comprised of the 

transformed monomers and the broad -590 ppm peak from the dehydrated condition. The species 

assigned to bulk V2O5 may again be contained within the broad peak at -626 ppm, but this time 
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the feature contains an obvious shoulder at -660 ppm, indicating the formation of polymeric 

vanadia.  

The overall effects of water can be summarized as having a dramatic impact under 

conditions of relatively high vanadium loading where the majority of the species are observed as 

bulk-like V2O5 crystallites. At low loading, some monomeric species are retained with water 

coordination apparent. A slight decrease in dimeric species between -560 and -580 ppm is noted 

in favor of higher-order polymeric species upfield of V2O5, as evidenced by signal increases and 

the downfield shift associated with internal vanadium atoms within a chain. Tungsten-containing 

catalysts are relatively stable, but also exhibit a reduction in monomeric species in preference of 

oligomers. 

 

 

Figure 3.5. 51V MAS NMR results of hydrated V2O5(-WO3)/TiO2 catalysts prepared by impregnation (I) and co-

precipitation (C). Spectral deconvolution summation is presented by the red line. All spectra were externally 

referenced to V2O5 at -613.8 ppm. 
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Figure 3.6. DFT optimized cluster models of hydrated vanadium structures on TiO2, including distorted tetrahedral 

(a), distorted tetrahedral with bridge bond protonation (b), di-bridged dimers (c), dehydrated tetrahedral with a 

hydrolyzed bridge bond (d), and tetrahedral with a hydrolyzed bridge bond. Atoms represented include vanadium 

(orange), titanium (grey), oxygen (red), and hydrogen (white). 

3.3 Impact of Hydrothermal Aging on Titania-Supported V2O5 Catalysts 

Combustion of fossil fuels generates not only harmful nitrogen oxides, but a significant 

quantity of water. Such species have been shown to inhibit low-temperature SCR and enhance 

selectivity at high temperatures.212-214 At very high temperatures (above 600ᵒC), the catalyst begins 

to deactivate.215 Low loading samples were shown to increase activity under mild hydrothermal 

aging conditions, which was proposed to potentially result from the formation of polymeric species 

which may be more active. Higher loadings were shown to deactivate. One mechanism for 

deactivation is the volatility of vanadium.216 The oxide forms of vanadium are carcinogenic species 

and potential environmental hazards. This stands as another reason the application of vanadia in 

transportation operations is limited. 

Though roles of tungsten oxide and its promotion mechanism are being revealed, they are 

still not fully understood. Tungsten oxide has been shown to stabilize the TiO2 support by 
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minimizing the anatase to rutile titania transformation at higher temperatures.93, 217 Tungsten 

operates as a stabilizing agent for the less thermally-stable supported V2O5/TiO2 catalysts at 

elevated temperatures and hydrated environments, as suggested in the previous section.87, 89 To 

better elucidate the roles of tungsten oxide in stabilizing the performance of SCR after extended 

use, hydrothermal aging was conducted on a series of samples with varying quantities of tungsten 

oxide to simulate extended operation of the catalyst material. The materials were treated at 650ᵒC 

for 50 hours both in the presence and absence of water (10% O2, 8% H2O, 7% CO2, 75% N2). 

Their catalytic and spectroscopic properties were then evaluated to explain the differences in 

performance.   

 The results of the catalytic SCR testing are presented in Figure 3.7. As the quantity of 

tungsten increases, the activity of the material is shown to increase. At low tungsten loadings, the 

50-hour hydrothermally aged material performs poorer than the thermally aged material. The 1% 

tungsten oxide loaded sample exhibits about half the activity of the thermally treated sample. 

The difference between the two conditions gradually diminishes up to monolayer tungsta 

coverage where the difference between the two treatment conditions is indistinguishable. 
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Figure 3.7. SCR performance of thermally and hydrothermally aged promoted vanadia catalysts. 

 To help understand the surface transformations that lead to these reactivity trends, the 

Raman spectra of the thermally and hydrothermally treated catalysts are presented in Figure 3.8. 

The results indicate that a severe phase transformation of the titania support occurs at low 

tungsten oxide concentrations. Raman features associated with rutile titania appear at the 

expense of those associated with anatase titania. This contrasts the higher tungsten oxide 

contents where the surface of titnaia is relatively stabilized, as previously described. The vanadia 

and tungsta vibrational region suggests that 1V1WTi catalyst does not possess Raman bands 

from surface VO4 and WO5 sites. Several possible explanations may account for this 

observation: (i) the weaker Raman scattering from the TiO2(rutile) phase diminishes the intensity 

of Raman scattering from the surface metal oxide species, (ii) surface V+5O4 is reduced to V+4O4 

that is soluble in the TiO2(rutile) lattice,218 or (iii) volatilization of metastable crystalline 

V2O5/WO3 nanoparticles induced by the harsh hydrothermal treatment. The relatively stable 

0

5

10

15

20

1 5 8

1%V-x%WTi_0 hr
1%V-x%WTi_50 hr

N
O

 C
o

n
v
e

rs
io

n
 (

%
) 

 

WOx(Wt%) in V
2
O

5
- WO

3
/TiO

2



109 

1V5WTi and 1V8WTi catalysts, however, still exhibit the characteristic Raman bands of anatase 

titania as well as the dehydrated surface VO4 and WO5 sites on the TiO2(anatase) support. 

Though these spectra suggest the same type of sites for the two samples, high-field 51V MAS 

NMR is required for a detailed look at the species present. First, the potential contribution of 

volatilization of vanadia was considered. 

 

Figure 3.8. In situ Raman spectra of dehydrated initial (calcined at 650 C for 4 hrs in flowing air) and 

hydrothermally treated (650 °C for 50 hrs in flowing 10% O2, 8% H2O, 7% CO2, 75% N2) supported 1% V2O5-

1to8% WO3/TiO2 catalysts. 

It should be noted that a small quantity of vanadia was lost from the catalyst material 

during hydrothermal treatment, evidenced by ICP analysis. Table 18 shows that the 1% tungsten 

oxide promoted material exhibits the smallest loss in vanadia content, which gradually increases 
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with tungsten oxide addition. This is counter to reports of tungsten oxide stabilizing vanadia on 

the surface, but the speciation of vanadium oxide or the tungsten oxide surface may still be more 

stable at these higher loadings, explaining the relatively similar activity. Due to the opposite 

trend in vanadia loss compared to reactivity, it is obvious that loss of vanadia is not the origin of 

catalyst deactivation in this sample set. Further, it is not the origin of the low surface oxide 

signals exhibited in Raman by the 1V1WTi sample. 

Table 18. Vanadia content of hydrothermally aged samples determined by ICP. 

Sample Vanadia Content 

1% V2O5-1%WO3/TiO2 0.94% V2O5 

1% V2O5-5%WO3/TiO2 0.78% V2O5 

1% V2O5-8%WO3/TiO2 0.76% V2O5 

 

 To gain a deeper understanding of the surface vanadia species present, 51V MAS NMR 

was used to characterize these samples. The spectra of thermally and hydrothermally aged 

materials are presented in Figure 3.9 and summarized in Table 19. Relative to the non-aged 

samples from the previous chapter (Figure 2.13), there appear to be slightly more monomeric and 

dimeric species when hydrothermally aged. Overall across the thermally aged samples, the 

1V1WTi and 1V5WTi sample show consistency with previous measurements in that at higher 

tungsten oxide loadings, agglomeration of vanadia is more prevalent. These two samples after 

hydrothermal aging seem to retain this trend as well. This is not the case for hydrothermally aged 

vanadia catalysts, which exhibit a sizable quantity of monomeric species (>24%). The trends 

across the samples from thermal to hydrothermal aging indicate that hydrothermal aging results 

in agglomeration of the surface species, but the effects are not too dramatic. Indeed, these 

differences do not appear to coincide with the changes in reactivity observed since the 
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hydrothermally aged samples are less active at 1% and 5% tungsta loadings, but these also 

contain more oligomers than the thermally aged materials. As such, it is critical to evaluate the 

potential generation of reduced V4+ species during the harsh treatment.  

 

Figure 3.9. 51V MAS NMR data of thermally (left) and hydrothermally (right) treated catalysts. 

 

Table 19. Relative abundance of different vanadia species in thermally and hydrothermally treated SCR catalysts.  

 
Monomer Dimer V2O5 Polymer 

1V1W 27 43 7 23 

1V1WHTA 23 44 12 21 

1V5W 19 31 25 25 

1V5WHTA 12 40 37 11 

1V8W 24 34 
 

42 

1v8WHTA 31 20 
 

49 

 

The results of the EPR measurements are presented in Figure 3.10 and quantified in 

Table 20. Across all samples, an order of magnitude more reduced species is present than in the 
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non-aged samples from the previous chapter. As the quantity of tungsten oxide on the surface 

increased, reduction of vanadia centers became more substantial. Hydrothermal treatment seems 

to impact the vanadia enters less severely than did the thermally aged samples alone. It is 

important to note that the inconsistency in vanadia species distribution for the 1V8WTi samples 

may stem from the presence of these reduced vanadia. The apparent enhancement of monomeric 

species may arise from the tendency for reduced vanadium centers to make nearby nuclei 

invisible. Since an oligomeric species would contain nearby vanadia species inherently, a 

reduced center on a polymer would result in a disproportionate suppression of oligomeric 

vanadia signals. Indeed the high reduced species contents (~10%) likely render the observation 

of a significant fraction of vanadia species by NMR impossible. Interestingly, the sample which 

exhibited the greatest extent of rutile conversion (1V1WTi-HTA) also contained the smallest 

quantity of reduced vanadia, which may suggest that these reduced species arise from more than 

just the titania phase transformation and that the extent of reduction may be related to the redox 

properties of the more highly oligomeric samples. From the EPR spectra, it is clear that the 

1V5WTi and 1V8WTi samples contain two types of reduced vanadia, which may be indicative 

of surface and sub-surface vanadia.219 
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Figure 3.10. EPR spectra of thermally and hydrothermally treated catalyts. 

Table 20. Quantification of reduced vanadia species in thermally and hydrothermally treated catalysts. 

 
%V as V4+ 

1V1WTi-650C 8.5 

1V1WTi-HTA 6.7 

1V5WTi-650C 14.6 

1V5WTi-HTA 7.3 

1V8WTi-650C 15.8 

1V8WTi-HTA 12.6 
 

 Overall, the reactivity of thermally and hydrothermally aged catalysts was shown to 

improve with tungsten loading. Tungsten also stabilizes the activity under conditions of 

hydrothermal aging and helps to resist the support transition from anatase to rutile. The 

characterization indicates that vanadia does more extensively agglomerate at higher tungsten 

oxide loadings and that a suppression in oligomeric signals is likely due to the presence of 

reduced vanadia. Hydrothermal aging both results in fewer reduced vanadia species and few 

monomeric vanadia species which are relatively less active for SCR. The combined results may 
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suggest that the hydrothermal treatment is modulating the acidity and/or redox properties of the 

catalyst, hindering one or both cycles in the 2-site SCR mechanism. Indeed, it has been 

suggested that hydrothermal aging treatment severely reduces the acidity of vanadia-based 

catalyst materials, which may partially explain these observations.220 

 

3.4 Reaction-Mediated Structural Changes in V2O5/TiO2 Materials 

Based on Dongmin Yun, Nicholas R. Jaegers, Jian Zhi Hu, José E. Herrera, and Yong Wang; 

“Catalytic Consequences of surface oxidation degree and vanadia coverage for the oxidative 

dehydrogenation of ethanol: V/TiOxNy catalyst” [Final Editing] 

 

 As shown previously, the identification and quantification of the active species at the 

atomic level in mixed metal oxide catalysts remains a challenge. The problem is further 

complicated when substantial reconstructions take place on the surface of the reducible metal 

oxides during oxygen atom exchange with the surrounding atmosphere.115 Recent work suggests 

that not all vanadia species equally participate in the catalytic redox cycle and that the more 

highly dispersed vanadia moieties (particularly monomeric and dimeric) are the most active 

species for the oxidative dehydrogenation of light alcohols.149, 221-222 To control the speciation to 

well-dispersed vanadia, a synthesis method involving the use of TiN as the support was 

employed to tune the anchoring sites available for vanadia deposition. The vanadia catalysts 

were impregnated onto an oxygen-unsaturated titanium oxynitride surface (TiO2xN1-x) and 

characterized by the activity for ethanol ODH as well as for a structural understanding of the 

materials, including the evolution of the species with the reaction.  
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 As previously stated, vanadia species are anchored to the surface by the consumption of 

hydroxyl groups present on the support surface.223-224 The complex nature of the titania surface 

by way of non-uniformly coordinated surface hydroxyls, various facets orientations, and 

polymorphs generates uncertainty in the grafting consumed upon incorporation of vanadia. To 

minimize the inherent complexities from the titania surface, control over the degree of surface 

oxidation of titanium nitride was exercised. Though stable at ambient temperatures, TiN can 

form a surface oxide layer with abundant oxygen vacancies upon it exposure to oxidizing 

atmospheres at temperatures exceeding 300oC.225-226 During oxidation, the insertion of O into 

TiN leads to formation of a TiO2xN1-x type structure with different degrees of surface oxygen 

functionalities which serve as anchoring sites for vanadia. To determine a stoichiometry of the 

TiO2xN1-x materials synthesized at different temperatures, the change in mass was monitored by 

thermogravimetic analysis (TGA), enabling the calculation of the degree of oxygen exchange in 

the support (the x value in TiN+xO2 → TiO2xN1-x + 0.5xN2). The calculated weight gain from 

the TGA profile is displayed in Table 21 along with the support chemical formula. 

Table 21. Calcination temperature of TiN and the corresponding degree of oxidation. 

Calcination temperature (oC) Chemical formula 

350 TiO0.04N0.98 

400 TiO0.12N0.94 

450 TiO0.26N0.87 

500 TiO0.80N0.60 

550 TiO1.28N0.36 

600 TiO1.30N0.35 

  

 A monolayer of vanadia (7.2 wt% V2O5) was impregnated onto the resulting supports, 

denoted as V/TiOxNy. These materials were characterized by 51V MAS NMR (Figure 3.11). The 

dehydrated samples prepared on TiO2xN1-x supports calcined at low temperature (V/TiO0.04N0.98, 
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and V/TiO0.12N0.94) demonstrate the typical features of well-dispersed vanadia species. Both 

show signals indicative of monomeric structures at approximately -515 and -530 ppm 

(tetrahedral and square pyramidal type). Additionally, dimeric and oligomeric species are 

observed between -560 and -700 ppm. What is particularly interesting for the cases where 

vanadia is supported on the low-temperature formed titania oxynitride (<450oC) is extensive 

presence of dispersed vanadia species even at near nominal monolayer levels. This result is 

remarkable since it is well stablished that crystalline V2O5 nanoparticles form on titania at near 

monolayer vanadia coverages. As higher support oxidation temperatures (>450oC), the 

V/TiO0.26N0.87, V/TiO0.8N0.6, and V/TiO1.30N0.35 materials exhibit the formation of primarily a 

single species around -614 ppm. This species comprised between 63% and 83% of the observed 

vanadia signals. While often attributed to bulk V2O5, it may also arise from the formation of 

highly oligomerized vanadia prior to V2O5 nanocrystal formation. The spinning sideband pattern 

of these supported samples is compared to that of the bulk V2O5 reference and suggests the 

chemical environment around these vanadium nuclei is well-aligned with that of the bulk V2O5 

nanoparticles. Evidence of less oligomerized features is still present, including a small quantity 

(~2%) of monomeric vanadia on V/TiO0.26N0.87. This typical heterogeneous coexistence of VOx 

clusters (dispersed, oligomeric, polymerized, and nanocrystalline vanadia) with different sizes is 

ordinarily observed at high vanadia coverages. This observed trend of more highly dispersed 

vanadia for less-oxidized TiN supports is ascribed to the predominant presence of strongly bound 

–OH groups (terminal), or potentially defect sites, under conditions of relatively mild oxidation 

of the surface TiN layers. However, surface density effects may also play a small role in some of 

this trend since the surface area of the titanium oxynitride slightly decreased at higher oxidation 

temperatures. 
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Figure 3.11. In situ NMR centerband spectra (top) and spinning sideband pattern (bottom) of dehydrated a) 

V/TiO0.04N0.98, b)V/TiO0.12N0.94, c)V/TiO0.26N0.87, d)V/TiO0.8N0.6, e) V/TiO1.3N0.35, and f) V2O5 measured after 

dehydration at 300oC for 1h in dry air. 
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The oxidative dehydrogenation of CH3CH2OH to CH3CHO was used as probe reaction to 

evaluate sample catalytic activity. Under the experimental conditions (WHSV > 26,000 mL/g 

cat.-h, 438 - 468K), acetaldehyde selectivity was maintained above 98%. Regardless of the 

partial pressure of O2 used in this study, combustion products such as CO and CO2 were not 

detected. The activity of these materials is communicated in Figure 3.12. Plotted as a function of 

the degree of support oxidation, a higher activity is exhibited at the lower degrees of oxidation 

due to the better dispersion of vanadia particles. Interestingly, the 10% oxidized sample (450ᵒC, 

TiO0.26N0.87) exhibited comparable TOFs to TiO0.04N0.98 despite being primarily comprised of 

bulk V2O5 nanoparticles. This is surprising since such surface nanoparticles are widely 

considered less active than the dispersed counterparts. 

 

 

Figure 3.12. TOF values at zero residence time as a function of the degree of oxidation of supports (%). 
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 Due to the discrepancy between the apparent activity of the V/TiO0.26N0.87 sample and the 

detected surface species, 51V MAS NMR was also conducted on samples reduced in ethanol and 

then reoxidized in 10% O2/N2 at 200ᵒC. Figure 3.13 shows this progression for the V/TiO0.04N0.98 

material. After initial dehydration, the range of species indicating well-dispersed vanadia are 

observed. Subsequent reduction in an ethanol/N2 environment for one hour resulted in the 

elimination of nearly all 51V NMR signals due to the reduction of V+5 centers to paramagnetic 

species which cannot be observed and impair observation of nearby nuclear spins. A very small 

signal around -515 ppm remains, which can be ascribed to monomeric vanadia in a tetrahedral-

like configuration. Additionally, small quantities of oligomeric vanadia are also still visible. This 

severe minority of species was neither reduced nor located near a reduced center after reaction 

treatment. After reoxidation at the reaction temperature, the vanadia signals are restored with a 

slight redistribution of detected species favoring monomeric and dimeric vanadia downfield of -

600 ppm, suggesting an enhancement of the vanadia dispersion. The initial and post-reoxidation 

states of the catalysts for V/TiO0.04N0.98, V/TiO0.12N0.94, and V/TiO0.26N0.87 can be observed in 

Figure 3.14. It is interesting to note that in the case of the support oxidized at 450oC 

(V/TiO0.26V0.87), the relative intensity of the primarily bulk-like feature at -614 ppm dramatically 

decreases in favor of dimeric and oligomeric species after a reaction cycle, which is indicative of 

a redistribution of species at this position to active species that are well dispersed, such as 

monomeric and dimeric vanadia moieties. This redistribution explains the expectantly high 

activity for ethanol ODH for this sample. Further redistribution may be present after several 

reaction cycles which would more fully disperse the vanadia on the surface. For each of the three 

samples, the dispersion of vanadia apparently increased after a redox cycle. This result clearly 

demonstrates the dynamic nature of the vanadia species under reaction conditions and the 
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potential for the reaction to reconfigure vanadia to structures more favorable for catalytic 

turnover. 

 

Figure 3.13. In situ NMR centerband spectra of the dehydrated oxidized V/TiO0.04N0.98 (bottom), the sample reduced 

in a stream of ethanol at 200oC for 1 hour (middle), and then reoxidized in 10% O2/N2 at 200oC for one hour (top). 

The findings of the ethanol ODH reaction impacting the dispersion of vanadia species is 

truly an interesting observation. It is known that the reactive environment plays a role on the 

species of supported metal oxide catalysts, but the specific structural alterations are not well 

understood. This finding lays the foundation for studying such transitions in vandia catalysts 

under other reaction conditions. Below in Figure 3.15, the spectra of SCR catalysts at low and 

high vanadia contents are shown after one hour of SCR reaction, followed by purging of the 

reaction gases. The preliminary results suggest minimal changes in surface site speciation for 

low-loaded vanadia catalysts after SCR treatment. The 5% vanadia catalyst exhibited the 

formation of more of the larger, bulk-like V2O5 species, which may be an indication of surface 

oligomerization under reaction conditions. Clearly, more is required to fully grasp the trends in 

these changes and the mechanism by which they occur, but in situ NMR appears to offer a 
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unique window into the configurational changes under reaction conditions. Such detailed 

information will be essential to equate vanadia structures with catalytic function and understand 

the deactivation of vanadia species over time and with different reaction conditions. 

 

Figure 3.14. In situ NMR centerband spectra of dehydrated a)V/TiO0.04N0.98, b)V/TiO0.12N0.94, and c) V/TiO0.26N0.87, 

measured after dehydration at 300oC for 1h in dry air (left) and then after reduction in ethanol at 200oC followed by 

reoxidation at 200oC for one hour (right). 

 

Figure 3.15. In situ 51V MAS NMR spectra of 1% and 5% V2O5/TiO2 catalysts after one hour of SCR reaction 

conditions.  
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CHAPTER FOUR: SOLID-ACID CATALYSTS IN HYDRATED ENVIRONMENTS 

As shown in the previous chapter, water is a ubiquitous chemical constituent in many 

systems that may impact materials surfaces. This small molecule is vital to biological life and 

societal development. Despite this, water’s chemical properties are being discovered on an 

ongoing basis, highlighting the vast uncertainties this molecule offers.227 Its presence in multi-

component systems sometimes obfuscates the simplicity of the chemistry, such as how water has 

been shown to both improve and retard the rates of C-H activation in zeolites or enhance Fischer-

Tropsch synthesis rates on ruthenium.228-229 Identifying the specific interactions of water with 

material surfaces is complicated by the challenging interpretation of spectroscopic data. In situ 

solid-state nuclear magnetic resonance (NMR) spectroscopy is no exception and is becoming an 

increasingly prevalent spectroscopic technique owing to the presence of high sensitivity protons 

in most chemical systems, offering enhanced temporal resolution over what is typically possible 

with other nuclei. Challenges from water arise due to mobility and affinity for hydrogen bonding 

interactions that result in a dramatic temperature-dependent chemical shielding. The ability to 

understand and interpret the signatures of water and other solvent molecules under reactive 

environments has become increasingly important as in situ and operando NMR studies become 

more prominent. The non-destructive insights provided reveal much about the chemical systems, 

where the structure of water in porous materials and on surfaces plays an important role in 

reactivity and modifying the active centers.58, 230-233 In protonated MFI zeolite, for instance, it 

will be shown in 4.2 Genesis of Hydronium Ions in Zeolites that water interacts with Brønsted 

acid sites to form hydrated hydronium ions under specific hydration conditions.230 To understand 

and interpret the signatures of water and other solvents in more complex systems at elevated 

temperatures, it is necessary to lay the foundation for these constituents alone. Previous efforts 
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have investigated such a domain for water;234 however, the previously described  developments 

in solid-state NMR technology have allowed for in situ detection at elevated temperatures and 

pressures.235 In this chapter, the behavior of water and other small molecules alone will be 

clearly outlined and then applied to a heterogeneous solid-acid catalysts to provide detailed 

molecular insights on the catalyst’s interactions with the molecules. 

 

4.1 Thermally-Perturbed Behavior of Water & Other Small Molecules 

Based on Nicholas R. Jaegers, Yong Wang, and Jian Zhi Hu; “Thermal perturbation of NMR 

properties in small polar and non-polar molecules” Scientific Reports [Under Review] 

 

Since analysis of catalyst systems containing water or other small molecules may require 

harsh conditions, an extension of the scientific understanding for the spectroscopic behaviors of 

neat water will aid in the understanding of complex in situ experimentation. Herein, the NMR-

observable properties of small molecules such as water are presented on the basis of physical 

phenomena to clarify the spectral changes which occur in more complex systems. 

The chemical shift, linewidth, and spin-lattice relaxation time of 1H and 17O species in 

condensed-phase 18.2 MΩ water as a function of temperature are presented in Figure 4.1. Magic-

angle spinning was employed to aid spectroscopy during the freezing process since solid water 

results in anisotropies in nuclear interactions, and it is not expected to impact the liquid signals.19 

From the presented data, higher temperatures result in a continual decrease of the 1H chemical 

shift of water. The following relationship was derived across the presented temperature range: 
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∆(𝑇) = 1.17042 ∗ 10−5 ∗ 𝑇2 − 0.01088 ∗ 𝑇 + 5.1093. The observed increase in chemical 

shielding can be explained by fluctuations in the hydrogen bonding network of liquid water. 

With increasing temperature, hydrogen bonding interactions are suppressed, resulting in stronger 

O-H covalent bonds. This robust interaction increases the electronic shielding of the proton 

nuclei since they are drawn closer to the electronic environment of the covalently-bound oxygen 

atom. The measured trend is consistent with previous reports for liquid water, plotted as blue 

triangles.234 Observation of the 1H chemical shift at super-cooled temperatures was possible due 

to the enhanced pressure inside the fluid as the rotor spins as well as the premelting 

phenomenon.236 The trends for 17O chemical shifts also show a steady decrease over the wide 

temperature range, with greatly enhanced thermal resolution over what was previously 

reported.237 This decrease is a direct consequence of an increase in diamagnetic shielding as 

hydrogen bonding is debilitated at higher temperatures. 

The 1H spectral linewidth is reported across the same temperature range, where a non-

trivial profile is presented. Fairly narrow lines are present at high temperatures, induced by the 

enhanced molecular mobility of water. Molecular mobility reduces the variation in observed 

electronic environments due to signal averaging from quicker random molecular motion. At 

lower temperatures, this effect is reduced and the subsequent linewidth increases. Around 50ᵒC, 

the linewidth reaches a maximum where smaller linewidths are present below this temperature. 

This may indicate an increase in ordering of liquid water at lower temperatures. Indeed, it has 

been noted that the onset of tetrahedrally-coordinated domains in water occurs near 50ᵒC.238 This 

ordered structure is depicted in Figure 4.2 and may explain the decreased linewidth observed. As 

temperatures decrease in this regime, the bonding network becomes less distorted and takes on 

more tetrahedral character which increases the linewidth. At temperature above this tetrahedral 
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regime, the observed linewidth is driven by mobility. The balance between high temperature 

mobility and low-temperature tetrahedral ordering results in a volcano-shaped linewidth profile. 

This is the first-known correlation between the structure and dynamics of water molecules and a 

volcano-type linewidth profile. It should be noted that the absolute values for linewidth will 

depend on the instrument setup, magnet shimming, chemical environment, and operating 

parameters, however the expressed trends are representative. In contrast, the linewidth for 17O is 

about an order of magnitude larger than the 1H linewidth (quadrupolar spin 5/2 nucleus) and 

continually decreases up to 100ᵒC as the mobility of the water molecules increases. The larger 

nucleus and linewidth of 17O atoms is less impacted by the ordering of water molecules in 

tetrahedral patches under these conditions. 

Spin-lattice relaxation times were also measured for each nucleus using an inversion-

recovery pulse sequence (π-τ-π/2). An example of the resulting spectral intensity as a function of 

pulse delay time is available in Figure 4.3. As proton mobility increased, the measured T1 also 

increased, which can be explained by a reduction in correlation time as ordering is suppressed 

and mobility is enhanced. Above 100ᵒC, the 1H T1 measurement leveled off at about 4.5 s. The 

increased error in this high-temperature regime is a consequence of the longer measured 

relaxation times and insufficient repetition delays, ideally 5T1. Likely, this value continues to 

increase at a slower rate, evidenced by the continually decreasing slope. T1 measurements for the 

17O nuclei show a continual increase over the reported temperature range due to a decreased 

correlation time. The absolute values for T1 are dependent on the magnetic field, but the trends 

presented herein are representative.  
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Figure 4.1. Proton (right) and oxygen (left) data collected for chemical shift and full-width at the half-maximum 

(top) and spin-lattice relaxation time (bottom). 200 μl of 2% H2
17O was loaded into the rotor to maintain primarily 

condensed phase water throughout the experiments. aData extracted from Gottlieb et al. J Org Chem 1997, 62, 

7512-7515. 
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Figure 4.2. Representative scheme of tetrahedrally-coordinated water. 

 

Figure 4.3. Representative inversion recovery result showing the spectral intensity as a function of delay time for 
17O in water at 170ᵒC. 

The water would freeze at low temperatures which would dramatically reduce the 

spectral intensity of liquid water in favor of a very broad (~30 kHz) solid-state feature centered 

at ~7 ppm under MAS conditions of ~4 kHz. The linewidth of ice is expected to be broad and the 

chemical shift has been shown to depend on the phase of ice.239-240 MAS NMR narrows the 

linewidths of the solid features and enables the observation of the phase transition between solid 

and liquid water. Figure 4.4 illustrates the thawing process spectroscopically. The top series of 
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spectra illustrate the increase in liquid signal as the ice melts. This liquid feature is enhanced 

over the course of the experiment at the expense of the solid ice signal (bottom series). The solid 

signal is shown to initially narrow as the thawing processes initiates and the intensity of the solid 

feature decreases over time concomitant with the liquid signal enhancement. 

 

 

Figure 4.4. Transition from ice to liquid water where the liquid component (top) is observed to increase and the 

broad solid feature (bottom) diminishes as the phase transition occurs. 

 

The vapor pressure of water is enhanced at elevated temperatures [Antoine’s Equation: 

𝑃(𝑇)𝑣𝑎𝑝 (𝑡𝑜𝑟𝑟) = 10
𝐶0−

𝐶1
𝑇−𝐶2 with c0: 8.14019, c1: 1810.91, and c2: 244.485], enabling the 
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observation of the gas phase water signal.241 Clear upfield movements in chemical shift are 

observed for the gas phase species, indicating reduced interactions with neighboring water 

molecules and substantially stronger covalent character. As shown in Figure 4.5, gaseous proton 

species resonate at ca. 0.5 ppm and gaseous oxygen nuclei resonate at -37.9 ppm. The gas phase 

water 1H resonance can be modeled using simplified smaller DFT clusters (Table 22). Small 

water clusters (< 4 molecules) have reduced interactions with neighboring molecules resulting in 

predicted chemical shifts (~0.1-0.6 ppm) within the observed range for gas phase water. The 

addition of more water molecules to the cluster establishes a hydrogen bonding network which 

moves the signals downfield (~4.9 ppm). Water clusters have been thoroughly modeled by DFT, 

statistical mechanics, and other computations to reflect enhanced accuracy and detail, where 

entropic terms are expected to have an effect on chemical shielding.242-245 1H-17O spin-spin 

coupling (~80 Hz) is also observed for gaseous oxygen in water, indicating that a higher degree 

of charge transfer is present when the molecule is relatively isolated compared to the liquid state 

where hydrogen bonding dominates. This coupling constant is consistent with previous 

measurements.246-247  
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Figure 4.5. Representative NMR spectra of vaporized water at 260ᵒC for 1H and 17O NMR. 

Table 22. Small cluster model calculations of the 1H chemical shift in water as a function of cluster size. 

Model Δppm 1H 

TMS 0 

1H2O 0.06 

2H2O 0.40 

3H2O 0.58 

4H2O 4.39 

5H2O 4.3 

6H2O 4.2 

7H2O 4.9 

8H2O 4.3 

9H2O 5.1 

10H2O 5.0 

12H2O 4.9 

 

The gas phase chemical shifts of water are relatively independent of temperature. 

However, small differences are observed for varying gas:liquid fractions (Table 23 and Figure 

4.6). With an increasing fraction of gas phase species, the gaseous 1H peaks shift downfield 
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while the liquid phase shifts upfield. This observation suggests that enhanced chemical exchange 

between the two phases is present as the surface area of the liquid phase increases under MAS 

conditions. This chemical exchange effect was minimized in Figure 4.1 by reducing the head 

space in the rotor to maintain an overwhelming majority of liquid state species. In systems with 

sufficient vapor fraction and gas-liquid interface however, this exchange effect may dramatically 

perturb the observed proton species and should be considered during spectral interpretation. 

Table 23. Liquid and gas 1H chemical shifts at 206ᵒC and 17.67 bar water vapor at different gas to liquid fractions 

tuned by modulating the water content in a 294 μl rotor. 

Water 

Content 

(uL) 

1H 

PPMGas 

1H 

PPMLiquid 

Theoretical 

Gas Fraction 

Experimental 

Gas  

Fraction 

1.9 0.47 3.54 1 0.96 

3.4 0.50 3.42 0.69 0.67 

5.8 0.51 3.40 0.40 0.26 

10.4 0.52 3.40 0.22 0.15 

 

Figure 4.6. Gas:liquid exchange depicted by 1H NMR with differing degrees of gas fraction. 

 

In addition to water, the thermal behavior of the NMR properties of other small 

molecules is important for chemical systems which contain them. While the relationships 

PPM

 10.4 µl

 5.8 µl

 3.4 µl

 1.9 µl

5.0 4.8 4.6 4.4 4.2 4.0 3.8 3.6 3.4 3.2 0.6 0.4

x26
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between temperature and methanol or ethylene glycol are well-documented248, comparison of 

this behavior to that of other representative molecules can outline a framework which may assist 

in understanding chemical shielding behavior in an array of complex systems. Figure 4.7 reports 

such chemical shift data for each 1H environment in tetra methyl silane, cyclohexane, ethanol, 

and isopropanol. Clear trends are observed among the species present, most notably the 

relatively small changes in chemical shift with temperature of non-polar compounds TMS and 

cyclohexane. This is a direct consequence of their decreased interactions with neighboring 

molecules compared to water, methanol, or ethylene glycol which exhibit hydrogen bonding 

behavior. Only modest decreases in the chemical shift of the liquid phase protons are observed 

for these two compounds, which may be indicative of chemical exchange with gas-phase 

molecules present at higher temperatures. C2 and C3 alcohols, similar to methanol, show a 

temperature-dependent chemical shift. While the CH3 groups were relatively invariant with 

temperature due to their limited perturbation by bonding environment changes, protons on the 

primary carbon exhibited a slight enhancement in shielding at elevated temperatures. This likely 

arises from their proximity to the alcohol functional group. The –OH group in these two alcohols 

is dramatically influenced by temperature, showing an increase in chemical shielding as the 

hydrogen bonding network is weakened. This effect is more pronounced in propanol, possibly 

due to weaker hydrogen bonding interactions which are more easily perturbed by thermal energy. 

For each molecule, the gas phase signals were shielded relative to their liquid phase 

counterparts (Figure 4.7). This effect was small in non-polar compounds as well as the methyl 

and methylene groups of alcohols. Small but detectable deshielding of all gas-phase species was 

observed at higher temperatures due to exchange with liquid-state species. This was most 

dramatic for –OH protons in alcohol molecules. For comparison, the isopropanol gas peaks at 
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~225ᵒC were collected in the absence of liquid phase propanol and revealed lower chemical shift 

values than the high-temperature gas-liquid mixtures. This confirmed the presence of chemical 

exchange between the two phases when both are present. 

 

Figure 4.7. 1H NMR chemical shift data for TMS, cyclohexane, ethanol, and isopropanol in the liquid and gas phase 

a function of temperature. Approximately 15 μl of liquid was added to the rotor during the runs to allow for the 

clear observation of gas phase constituents. 

These data provide an extension of the known thermal perturbation of the properties of 

water and other small molecules of interest by in situ MAS NMR. The 1H and 17O chemical 

shifts, linewidths, and spin-lattice relaxation times of water are described over a wide range of 

temperatures with detailed thermal resolution and highlight the reduction of hydrogen bond 

strength at elevated temperatures. This physical phenomenon results in a decrease in the 
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chemical shift, narrowing of the linewidth, and decrease in correlation time. The 1H spectra of 

water highlight the formation of tetrahedral water patches at lower temperatures and a distortion 

of this ordering up to 50ᵒC where it subsides. The phase transitions of water between solid, 

liquid, and gas have been documented. The 1H chemical shift properties in other small molecules 

have also been described over a range of temperatures, showing the limited effect of temperature 

on non-polar molecules, but dramatic effect on –OH groups involved in hydrogen bonding. Gas 

phase species are shielded relative to their liquid counterparts due to stronger covalent bonding 

in the absence of nearest-neighbor interactions, but can undergo chemical exchange with the 

liquid phase which impacts the observed chemical shifts. The results disclosed herein provide the 

foundation for understanding small molecules in complex environments such as on a material 

surface or confined within a pore which enables a more confident understanding of in situ NMR 

results. 

 

4.2 Genesis of Hydronium Ions in Zeolites 

Based on Meng Wang, Nicholas R. Jaegers, Mal Soon Lee, Chuan Wan, Jian Zhi Hu, Hui Shi, 

Donghai Mei, Sarah D. Burton, Donald M. Camaioni, Oliver Y. Gutierrez, Vassiliki-Alexandra 

Glezakou, Roger Rousseau, Yong Wang, and Johannes A. Lercher; “Genesis and Stability of 

Hydronium Ion in Zeolite Channels” Journal of the American Chemical Society 2019 141 (8), 

3444-3455 DOI: 10.1021/jacs.8b07969 

 

Brønsted acid protons from bridging hydroxyl groups that serve to charge balance 

trivalent cation substitution into the zeolite framework249-252 are extensively used for myriad 
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chemical reactions such as dehydration, cracking, dehydrogenation, isomerization, and 

alkylation.253-256 These acid sites readily donate protons to substrate and solvent molecules, such 

as alkenes, aromatics, alcohols, and water.257-260 Mechanistically, these acid-catalyzed 

transformations have been extensively explored by kinetic studies and spectroscopic 

observations of intermediate species.249-252, 258 However, the presence of solvents or co-reactant 

species are less understood. As was previously indicated, water is present in an abundance of 

feedstocks, employed as a solvent, and is also generated as a co-product during some acid-

catalyzed reactions. 228, 261-264 As such, elucidating the impact of water on the reactive center is of 

interest for a full description of the chemical system. 

Determination of water’s role on reactivity is straightforward to establish. For instance, at 

low pressures the dehydration rate of alcohols is negatively impacted by water due to 

stabilization of the adsorbed alcohol,264 however for alkane C−H bond activation, reaction rates 

were shown to be enhanced by an order of magnitude at low water contents (≤1 water molecule 

per BAS) but retarded at high water loadings (>2–3 water molecules per BAS).228 It has also 

been reported that the mechanism for dehydration reactions can change as the active site is 

converted from Brønsted acids to hydrated hydronium ions in the presence of condensed phase 

water.258 Other effects of the presence of water include elevated olefin protonation barriers265 and 

limiting substrate adsorption.266 As these are important effects, precise characterization of 

water’s interaction with bridging –OH groups is of great importance for a quantitative molecular 

description of zeolite systems.  

It is well established that a number of species co-exist in the zeolite when water is 

present. These include Brønsted acid sites, Lewis acid sites with strongly bound water, water 
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hydrogen-bonded to BAS, hydronium ion clusters, and physically-adsorbed water. 267-289 

However, the specific conditions under which these species are present were not precisely 

quantified. As such, NMR is combined with computational work to provide such detailed insight, 

enabling the identification of the specific conditions under which hydrated hydronium ions form. 

Figure 4.8a and Figure 4.8d display the 1H one-pulse MAS NMR spectra of dehydrated H-

ZSM5-15 and H-ZSM5-40 with varying quantities of water adsorbed (0.25 to 13 H2O/BAS). An 

array of peaks are featured in the dehydrated samples (bottom of Figure 4.8a and d): a narrow 

line at 1.7 ppm (silanol groups with a shoulder from nested silanols), a small 2.5 ppm peak on 

HZSM5-15 (extraframework Al hydroxyls), 3.9 ppm (Brønsted acid sites), and a broad peak at 5 

ppm (hydrogen bonded to framework oxygen or water). 290-292 The 5 ppm peak indicates that 

trace moisture is present in the system due to the N2 used during pretreatment. By equilibrating 

the zeolite in a desiccator over a saturated Ca(NO3)2 solution, water loadings of up to 12-13 

water molecules per BAS were obtained, enabling the observation of a series of 1H NMR spectra 

for zeolite samples of different hydration levels (Figure 4.8a and d).  
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Figure 4.8. 1H one-pulse and 1H-29Si Cross Polarization (CP) MAS solid-state NMR spectra; and dependencies of 

CP signal relative intensities of zeolites on water loading of dehydrated zeolites. (a, b) The deconvolution of the first 
1H NMR and CP 29Si spectrum is shown at the bottom of b, and the dependencies of these relative intensities are 

shown in c and f. 

Reprinted with permission from J. Am. Chem. Soc. 2019 141 3444-3455. Copyright 2019 

American Chemical Society. 

Interactions between water and SiOHAl sites during hydration can be monitored using 

1H-29Si cross polarization (CP) NMR. The relatively broad feature from -110 to -120 ppm is 

attributed to [(Si(OSi)4] sites.52, 293-294 Two additional peaks, -102 ppm and -106 to -108 ppm, for 

terminal Si-OH ([Si(OSi)3OH]) or SiOHAl ([Si(OSi)3OHAl]) species were also detected in the 
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CP experiments. The 29Si resonance is expected to have a greater downfield shift upon 

interaction with a proton leading which diminishes shielding.294 As such, the -102 feature is 

assigned to a Si bonded to a terminal silanol OH group [Si(OSi)3OH], and the peak at -106 to -

108 ppm to Si in a T site bridge bonded to one framework Al atom [Si(OSi)3OHAl]. This is 

supported by a semi-quantitative analysis of the peak areas. When the concentration of 

framework Al (AlF) is comparable to that of SiOH groups, as in H-ZSM5-40, these peaks display 

similar intensity to that shown in the dehydrated sample (bottom spectrum in Figure 4.8e). The 

signal for SiOHAl ([Si(OSi)3OHAl]) is shown to decrease in the presence of water (upper spectra 

in Figure 4.8e) due to the donation of the bridging hydroxyl group proton to water as water is 

adsorbed. 

The abundance of the three Si species, [(Si(OSi)4], SiOHAl ([Si(OSi)3OHAl]), Si-OH 

([Si(OSi)3OH]), are deconvoluted for each zeolite and shown in the bottom in Figure 4.8b and e. 

The evolution of the intensities of these signals as a function of water loading was similar 

between the two zeolites (Figure 4.8c and f). With the concentration of water approaching one 

molecule per BAS, the intensities of all signals increased due to the close proximity of 

additional, relatively immobile protons at framework sites. This is illustrated by the dashed 

arrow in Figure 4.9a which depicts the H+ from the Brønsted acid relatively near to the Si. A 

single water molecule would adsorb nearby and increase the available protons used to polarize 

the Si atom without dramatically increasing the H-Si distance or enhancing the proton mobility. 

These 1H-29Si CP NMR results prove that the distance between the 29Si and the 1H in the T site 

remains relatively small and invariant up to 1 water molecule per BAS.  
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Figure 4.9. Representation of BAS environment for a) bare acid site, b) low water concentrations with hydronium 

ion formation, and c) high water concentrations with extended phase. Dotted arrows suggest relative H-Si distances 

where solid lines indicate chemical exchange between protons. 

Reprinted with permission from J. Am. Chem. Soc. 2019 141 3444-3455. Copyright 2019 

American Chemical Society. 

 

As the water loading further increased, the CP signal from SiOHAl ([Si(OSi)3OHAl]) 

decreased, almost disappearing at two water molecules per BAS. This strongly implies a 

decrease in the dipolar interaction due to the elongation of the distance between the 1H and 29Si 

nuclei from the formation of H3O
+ and an enhanced mobility of the acid proton in the presence 

of two water molecules. This is depicted by the dashed line in Figure 4.9b showing both an 

increased H-Si distance (dotted arrow) and enhanced mobility (solid arrow). The CP signal 

associated with (Si(OSi)4 entities followed a similar trend as with the SiOHAl  species, likely 

due to the main signal of the (Si(OSi)4 coming from the 1H on bridging hydroxyl through the 

cross polarization. At three water molecules, the signal from SiOHAl was eliminated. This signal 

remained negligible with the inclusion of additional water and the signal from silanol groups 

gradually dropped due to enhanced proton mobility. This is further depicted in Figure 4.9c 

showing molecular exchange with water not directly associated with the hydronium ion cluster. 

The appearance of a different species, the generation of a hydronium ion, leads to the complete 

disappearance of the proton signal of the SiOHAl group (11th spectrum, Figure 4.8). The 1H 
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NMR signal for the bridging hydroxyl group and the CP signal from the corresponding Si both 

disappeared at ~2 water molecules per BAS. At higher water loadings, the 1H NMR signal of 

silanol decreased along with the corresponding 1H-29Si CP signal (shown in Figure 4.8c and f). 

To help illustrate the framework oxygen-acid proton distance as a function of water 

loading, DFT calculations were employed. The dry BAS exhibited an O-H distance of 0.977 Å. 

This distance is predicted to increase to 1.041 Å when one water molecule was adsorbed on 

BAS. This difference (0.064 Å) is small compared to the variations observed with larger water 

cluster sizes, such as 1.426 Å with 2 water molecules (Figure 4.10, Table 26). 

 

Figure 4.10. DFT-optimized structures of BAS hydration in the H-ZSM5 zeolite channel with increasing numbers of 

water molecules optimized by DFT cluster calculations. From a to d, the number of water molecules increases from 

1–4 with the shortest O-H distance labeled in each cluster. 

Reprinted with permission from J. Am. Chem. Soc. 2019 141 3444-3455. Copyright 2019 

American Chemical Society. 

 

Each 1H NMR peak exhibited significantly different line widths which did not further 

narrow at higher spinning rates since the hydrogen spins are dilute.295 These differences in line 
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widths likely arise from the distribution of chemical shifts due to inhomogeneous environments 

and different spin-spin relaxation times (T2) (ν1/2=1/T2).
278, 296-297 Spin-echo experiments were 

conducted with pulse parameters to better characterize the species (Figure 4.11). With this 

technique, hydrogen species in different chemical environments could be selectively suppressed 

to isolate individual peaks and provide more detail on their chemical environment.278, 297 These 

species are summarized in Table 24. 

 

 

Figure 4.11. (a - j) Comparison of 1H spin-echo MAS NMR spectra of different water loading on the zeolites 

acquired with varying echo times. Spinning rate was 9.5 kHz and the echo time varied from 0.1 to 40 ms. The 

recycle delay was 10 s and 16–1024 scans were acquired depending on the signal/noise. The shaded areas indicate 

the range of H2O/BAS ratios when the signal at 9 ppm appeared. 

Reprinted with permission from J. Am. Chem. Soc. 2019 141 3444-3455. Copyright 2019 

American Chemical Society. 
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Table 24. Spin-spin relaxation time of different H species in the H-ZSM5 zeolites. 

Species Chemical shift, ppm T2, ms a H2O/BAS 

Observed 

Silanol 1.7 10 < 10 

Brønsted acid 4 3 < 2 

Water & H-bonded 

BAS 
5–8 < 0.5 > 0 

Hydronium ion 9 ~ 1 1.6 – 9.1 

1.3 – 5.5 

 

The dehydrated zeolite spectra in Figure 4.11a (H-ZSM5-15) and Figure 4.11f (H-ZSM5-

40) revealed two distinguishable signals, SiOH and SiOHAl groups, with T2 measured as 10 and 

3 ms, respectively. The adsorption of 2 H2O/BAS lead to the domination of a broad peak at 5 to 

8 ppm which exhibited a short T2 of < 0.5 ms. This species is tentatively assigned to a 

combination of adsorbed water and hydrogen-bonded BAS sites. When a short echo delay time 

of 1 ms was used to suppress the broad signal, a small narrow peak at 9 ppm was observed at 

H2O/BAS ratios of 1.6–9.1 for H-ZSM5-15 (1.3–5.5 for H-ZSM5-40). This species possessed a 

longer T2 of 1 ms. The shaded area in Figure 4.11 highlights the range of H2O/BAS ratios where 

this 9-ppm peak can be clearly identified. At H2O/BAS ratios higher than 9, this 9 ppm feature 

was masked by a strong broad peak. Careful inspection of the 1H NMR data from Figure 4.8 

shows that such features are visible even without selective suppression. 

The observed stoichiometries for water interacting with Si and hydroxyl OH groups are 

consistent with reported water adsorption at room temperature.298-300 At water loadings below 4 

H2O/BAS, water preferentially interacts with SiOHAl groups.300 With increasing partial 

pressure, water interacts with Si-OH and with hydrated hydronium ions.298-301 Under near 

saturation conditions, the adsorption capacity in the micropore of the zeolite is limited by the 
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concentration of SiOHAl and Si-OH species,298-299 while additional water adsorption likely 

occurs at the external crystal surface and mesopores.298, 302-303 At water loadings of 

approximately 10 H2O/BAS, water molecules associate with both the SiOHAl and Si-OH in the 

micropore as well as on the external surface, but these sites are indistinguishable in the NMR 

spectra. 

The narrow peak at about 9 ppm has been observed before on, hydrated H-Y zeolite with 

a Si/Al ratio of 2.6. This species was attributed to Al(H2O)6
3+ formed via hydration of extra-

framework Al.274-278 However, the concentrations of extra-framework Al in these two H-ZSM5 

zeolites are quite low, which reduces the likelihood of Al(H2O)6
3+ observation by 1H NMR. The 

Al-OH species in H-ZSM5-15 is shown to remain unchanged despite the onset of the 9 ppm 

feature with increasing water concentrations. Moreover, the signal of Al(H2O)6
3+ in HY zeolite 

was observed to continuously shift downfield from 7 ppm and continuously narrow (until 

reaching 9.1 ppm) with increasing water content to 26 water molecules per unit cell.274 In 

contrast, the chemical shift and half line-width of the peak at 9 ppm in this study did not change 

with increasing concentrations of adsorbed water (Figure 4.11a–4j).  

Further support for this negation arise from experimental solid state NMR 

characterization of Al(NO3)3·9H2O (configured as Al(H2O)6(NO3)3·3H2O) coupled with 

theoretical models which show that the peak at 9 ppm cannot, in this case, be attributed to 

Al(H2O)6
3+. This combination of spectroscopic and theoretical methods was used to better 

understand the nature of the aluminum hexahydrate complex. As a reference point for 

comparison, solid Al(NO3)3·9H2O was investigated with 1H NMR since it is comprised of 

Al(H2O)6
3+ octahedra304 as the first coordination shell structure while the second coordination 
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shell consists of 3 H2O and 3 NO3
- molecules. Two peaks are present (Figure 4.12) at 9.3 and 4.3 

ppm, which relate to protons from H2O surrounding the Al in the first and second coordination 

shells, respectively. This assignment is validated by DFT cluster calculations of the chemical 

shift (Table 25), where the proton species in the first coordination shell of Al3+ is predicted to 

resonate at 9.4 ppm. Analogous cluster calculations show that given sufficient neighboring water 

molecules, or in water clusters without Al3+, the average shift accurately converges to 4.8-4.9 

ppm, in excellent agreement with the experimental value of pure bulk water. The results in Table 

25 demonstrate the necessity of a second solvation shell for the aluminum hexahydrate, 

Al(H2O)6
3+ to present 1H signals at the observed value (~9.5 ppm) since an isolated aluminum 

hexahydrate complex, Al(H2O)6
3+, without second shell is predicted to have a 1H chemical shift 

of 5.7 ppm (Table 25). This second solvation shell contains 12 additional water molecules to 

total 18 H2O in the water-abundant Al3+ complex. The water in the second hydration shell of the 

Al(H2O)6
3+·12H2O cluster greatly influences the geometries of the first shell water molecules, 

i.e., the Al-O distances and the H-O-H bond angles (Figure 4.13). The net result is a deshielding 

of the first shell water protons, causing the NMR resonance to be shifted downfield relative to 

the protons in a bare Al(H2O)6
3+ cluster in vacuum. Even though the protons in the first shell of 

this Al(H2O)6
3+·12H2O cluster have chemical shifts approximately 9.3 ppm, fast exchange with 

the protons in the second shell would result in an average chemical shift of about 6 ppm. 

Considering this evidence, we conclude that the 9-ppm peak observed in this study cannot be 

attributed to Al(H2O)6
3+·12H2O. The assignment of 9.2 ppm to hexaquo complexes278 was based 

on the report by Akitt, et al. For the aluminum hexahydrate complex in a mixture at 10.2 

ppm,305,277  Akitt et al. intentionally created a condition where exchange is slow so that the 

different protons could be seen. 
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Figure 4.12. 1H (a) and 27Al (b) NMR spectra of Al(NO3)3·9H2O at 20 kHz MAS. The proton spectrum shows signals 

relating to water surrounding Al ions (9.3 ppm), system background as determined by pulse width calibration (6.6 

ppm), and water in an outer shell that link octahedral within the same layer and nitrate anions (4.3). Two 27Al 

signals are present (0.1 and -1.4 ppm) which relate to the two similar, but distinct, Al octahedral in the crystal 

structure. 

 

Figure 4.13. Geometry optimized structures of Al(H2O)6
3+ (one water shell) and Al(H2O)6

3+·12H2O (two water 

shells). 
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Table 25. DFT 1H NMR calculations of selected hydrated clusters 

Model Δ ppm 1H 

TMS 0 

Al(H2O)6
3+ 5.65 

Al(H2O)6
3+·12H2O 

1st Shell: 9.5 

2nd Shell: 3.6 

Avg.: 5.6 

Al(H2O)6
3+·12H2O 

COSMO 

1st Shell: 9.5 

2nd Shell: 4.6 

Avg.: 6.2 

Al(NO3)3·9H2O 

1st Shell: 9.4 

2nd Shell: 3.7 

1H2O 0.06 

2H2O 0.40 

3H2O 0.58 

4H2O 4.39 

5H2O 4.3 

6H2O 4.2 

7H2O 4.9 

8H2O 4.3 

9H2O 5.1 

10H2O 5.0 

12H2O 4.9 

10 Water on Site 2 7.0* 

 

A free hydronium ion in aqueous phase is expected to have a chemical shift in the range of 

7–12 ppm.276, 278 To assess the assignment of the 9 ppm peak to a hydrated hydronium ion, the 1H 

NMR spectra of perchloric acid in a wide range of concentrations in water were investigated 

(Figure 4.14). In agreement with previous reports,306 the chemical shift moved downfield as the 

ratio of H2O/H+ increased. At H2O/H+ ratios of 2.4 and 8, the 1H chemical shifts fell between 8.8 

and 6.6 ppm, respectively. To understand the chemical species corresponding to the 9 ppm peak 

in the zeolite environment, acid solutions were injected into the zeolite with a micro syringe in a 

glovebox and sealed in the rotor. After the rotor was heated to 140°C and cooled to room 
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temperature, the 1H NMR spectra (Figure 4.15) showed a narrow peak at 9 ppm with a higher 

intensity than the sample which had only adsorbed water (Figure 4.9), suggesting that by 

introducing more hydronium ions into this mixture, the signal at 9 ppm increased, and confirming 

the attribution of the 9 ppm peak to hydronium ions that do not rapidly exchange protons with 

water outside their hydration sphere, similar to the depiction in Figure 4.9b. This assignment was 

further corroborated by theoretical simulations. 

 

Figure 4.14. 1H one-pulse NMR spectra of perchloric acid with different concentrations (left), dependences of 1H 

chemical shift on molar fraction of the acid (upper right) or the ratio between H+ and H2O (lower right).   
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Figure 4.15. 1H one-pulse NMR spectra of dehydrated H-ZSM5-15 with different amounts of perchloric acid 

solution in two different concentrations. 

 

Theoretical calculations of the 1H NMR chemical shift of the proton species were 

performed by adding a specified number of water molecules into H-ZSM5 zeolite cluster models. 

The representation consisted of two different T sites with 0–4 water molecules per BAS (Table 

26). The results reveal that with one water molecule adsorbed the bridging O-H bond length is 

slightly elongated to give chemical shifts of approximately 7 ppm. However, at three water 

molecules, the proton is completely transferred to the cluster (Figure 4.10 and Table 26). With 

two or more water molecules, the average chemical shifts of all protons in the cluster are 

approximately 9 ppm, assuming fast exchange between the acid proton and protons from water 

in these clusters (Figure 4.9b). The inclusion of more than 4 H2O/BAS (Appendix C: Additional 

Supporting Data) shows that with exchange amongst the water molecules, the chemical shift 

decreases to ~6–7 ppm. Average chemical shifts similar to those listed in Table 26 are expected 
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when there is a quick exchange among all H species. For instance, Hunger et al. reported that the 

fast proton exchange among the water molecules in the hydronium ion cluster gives rise to an 

observable signal at 5–8 ppm in zeolite H-Y.278 In contrast, we can differentiate several H 

species in ZSM5 with water loadings below 2 H2O/BAS because water molecules are 

heterogeneously distributed among all acid sites. Enhanced exchange with an extended water 

phase (as illustrated by the solid arrows in Figure 4.9c) is indeed predicted to decrease the 

observed chemical shift. 

Table 26. Extracted parameters from DFT-optimized models of ZSM-5 acid sites with different water loadings. 

 

 
Site 1 

 
Site 2  

H2O 

/BAS 

RO–H, Å Average chemical 

shift, ppm 

RO-H, 

Å 

Average chemical 

shift, ppm 

0 0.977 3.7 0.982 4.5 

1 1.041 6.9 1.049 7.5 

2 1.426 10.2 1.139 8.5 

3 1.824 7.5 1.452 8.8 

4 1.975 8.1 1.773 8.8 
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Figure 4.16. Comparison of 1H one-pulse NMR spectra of H-ZSM5-15 loaded with different amounts of water at 

different temperatures. All thermal effects were reversible. The numbers of water molecules (and uncertainties) 

determined by spin counting, are listed on the left of each spectrum.  

Reprinted with permission from J. Am. Chem. Soc. 2019 141 3444-3455. Copyright 2019 

American Chemical Society. 

 

The spectra in Figure 4.16 show that low-temperature in situ experiments follow the 

observations described previously for such water loadings. With the addition of more than 15 

water molecules per BAS, all signals merged together and could not be differentiated at room 

temperature. Spectra recorded at 143°C (left panel) displayed peaks of silanol groups (1.7 ppm) 

at the same chemical shift and with the same widths at half height as those observed at room 

temperature, suggesting a limited effect of temperature on the mobility of this relatively non-

acidic OH group. The peaks related to the BAS (4–8 ppm) were significantly broadened 
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compared to their room temperature counterparts. Even the Brønsted acid site at relatively dry 

conditions was dramatically impacted and the 9-ppm peak never appeared across the broad range 

of water loadings investigated. Likely, the signals for hydronium ion, water, and Brønsted acid 

site merged due to fast proton exchange among these species at the elevated temperature. Indeed, 

molecular dynamics studies have indicated that water clusters which are relatively stable at room 

temperature and low loading and become highly disordered and mobile at elevated 

temperatures.307 This mobility induces exchange between species over a range of chemical 

environments. Though not explicitly observed, the center of the broad peak shifted downfield 

with increasing water content from 0.5 to 5 at 143°C. This indicates more weight (fractional 

identity) to species at higher chemical shifts, such as the 9 ppm peak. It should be mentioned that 

due to the sealed nature of the NMR rotor, the pressure inside the cavity was elevated at higher 

temperatures. The expected pressure range for these experiments is 1.4–5.3 atm (total pressure, 

water and balance N2), depending on the amount of water added to the rotor and the fraction 

adsorbed by the zeolite. 

Analysis of the sideband patterns (Figure 4.17) revealed that at low water concentrations 

the sidebands from Brønsted acid signals were relatively strong compared to that of the terminal 

silanol groups at room temperature. This can be attributed to the dipolar interaction between the 

hydrogen in the bridging hydroxyl group and the neighboring aluminum.308 The sidebands from 

the BAS were significantly suppressed at temperatures higher than 83°C, where the signal at 4 

ppm was also absent due to broadening that decreased the intensities of this feature. The line 

width of the broad peak at about 6.2 ppm narrowed at elevated temperatures where no change 

was observed in the silanol peak or its sidebands. From this, it is concluded elevated 
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temperatures induce the quick proton exchange among water molecules and acid-sites in the 

framework even at low water loadings and at temperatures as low as 53°C.   

 

Figure 4.17. In-situ 1H one-pulse NMR spectra of H-ZSM5-15 at different temperatures with different water 

loadings. From a to d, 0.5, 1.0, 2.3 and 15 water molecules per acid site were obtained from the samples 

respectively, and the insert figure in d shows the comparison between the sample and water in a narrow range. 

Asterisks denote spinning sidebands. 

Reprinted with permission from J. Am. Chem. Soc. 2019 141 3444-3455. Copyright 2019 

American Chemical Society. 

 

When fifteen water molecules per acid site were included and the temperature was 

elevated to 143°C, the signal at 4.9 ppm at room temperature divided into two peaks. These 

resonance changes indicate the presence of at least two environments of water, such as 

intraporous and extraporous species, which do not quickly exchange between each other at this 

temperature and hydration condition. The upfield signal behaved similar to the resonance of pure 

water (the dashed lines in the inset of Figure 4.17 and 4.1 Thermally-Perturbed Behavior of 
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Water & Other Small Molecules), shifting upfield at higher temperatures. The chemical shift of 

the low-field signal (5.3 ppm) remained invariant, while narrowing slightly at higher 

temperatures. This behavior is consistent that of the broad peak at lower water loadings, leading 

to the assignment of free water (outside the micropores at high field) and water strongly 

associated with the hydronium ion (low field) that are distinguished at this water loading. 

In this work, the interaction between water and Brønsted acid sites was monitored by in 

situ 1H and 1H-29Si CP MAS NMR. Quantitative spectral analysis revealed the boundary 

conditions for the initiation of hydronium ions in HZSM-5 pores. Bridging hydroxyl groups are 

stable at a water loading of one H2O/BAS. At this conditions, the O-H bond is lengthened by 

hydrogen bonding with the water molecule, but the proton remains bound to the AlO T-site in 

the framework. When a second water molecule interacts with the acid site, the hydronium ion is 

formed with the concomitant proton transfer away from the framework. This phenomenon gives 

rise to a signal at 9 ppm in the 1H NMR spectra, which has been clearly observed and identified. 

The 9-ppm signal is visible at room temperature from1.6 to 9.1 waters per BAS for H-ZSM5-15 

and 1.3 to 5.5 waters per BAS for H-ZSM5-40, and subsequently disappears at higher water 

loadings where proton exchange becomes fast compared to the NMR time scale. This leads to the 

observation of a single peak resembling the bulk water signal.  

At water loadings up to 7–8 H2O/BAS, H2O forms strong hydrogen bonds with H3O
+ 

forming protonated water clusters. These low loadings show that Si-OH groups have weaker 

interactions with water and thus are visible in the 1H NMR spectra. However, at loadings greater 

than 8 H2O/BAS, the excess water interacts with these Si-OH groups causing them to disappear 

due to fast exchange of water protons with the Si-OH proton. At elevated temperatures, the 
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signals of all species related to the BAS (bridging hydroxyl group, hydrogen bonded acid site, 

strongly adsorbed water, and hydronium ion) merged into one broad signal due to chemical 

exchange, even under conditions of low water content, indicating that even at such temperatures, 

water is strongly interacting with the acid site. This study lays the foundation for an 

understanding of the impact of water on reaction mechanisms in catalyst systems. The findings 

suggest that confined protons readily take on new structural configurations in the presence of 

water, which will impact the overall catalytic activity of the acid site. 

 

4.3 Other Small-Molecular Interactions with Zeolite Active Centers 

 The interaction of water with HZSM-5 was shown to have an effect on the structure of 

the acid site by way of protonating the polar species. Such changes to the availability of the acid 

proton–from fully available on the framework as the Brønsted acid site, to crowded under 

conditions of moisture as the fully-hydrated hydronium ion–give rise to the reactivity modulation 

previously described. To better understand the reactive structures of other molecules, a similar 

understanding of the bonding configuration at the acid site is highly desirable. 

 A recent study took a theoretical approach to understand the reactive structures involved 

in ethanol dehydration to fully describe the mechanism. Efforts to spectroscopically and 

computationally determine the interactions of alcohols with ZSM-5 have been abundantly 

reported.309-316 Indeed, this has even been comprehensively studied with 13C NMR.317 However, 

even the adsorption of ethanol onto the Brønsted acid site exhibits behavior that has been 

speculated, but not proven spectroscopically. Herein, the adsorption of ethanol onto the acid site 
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of MFI is shown to modify the active structure and, similar to water, form protonated ethanol 

species which initiates the dehydration of the alcohol. 

 Ab initio molecular dynamics with support from infrared spectroscopy have been used to 

support the presence of two types of ethanol structures adsorbed on Brønsted acid sites.318 In 

this, an adsorbed monomer was anticipated to conform to a Zundle-type configuration where the 

acid proton is shared equally between the adsorbed ethanol molecule and the framework oxygen 

[CH3CH2HO—HBA--OF]. At higher temperatures, an Eigen-like structure is computed to 

dominate where the ethanol is fully protonated by the acid proton [CH3CH2HOHBA---OF]. In the 

case of high ethanol pressures, a dimeric, protonated ethanol species was predicted to be present 

across all temperatures.  

 The 13C NMR spectrum in Figure 4.18 conveys the interaction of ethanol with HZSM-5 

as a function of temperatures. The ethanol pressure was controlled such that the average ethanol 

to BAS ratio was less than 1 to isolate the effects of monomeric structures. Indeed, the 

symmetric lineshape, fairly narrow linewidth, and absence of additional peaks indicates the 

uniformity of carbon species in the zeolite, where 60.9 ppm may be ascribed to monomeric 

ethanol adsorbed to acid sites in a Zundel-like configuration. The single peak is shown to 

deshield as the temperature increases, indicating that the carbon atom gains more positive 

character relative to its previous state. Likely, the predicted protonation of ethanol at higher 

temperatures is occurring and the acid proton is interacting much more strongly with oxygen in 

ethanol, which weaken the covalent interaction between oxygen and carbon as it becomes 

protonated. 
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Figure 4.18. 13C NMR of ethanol adsorbed to the acid site of ZSM-5 as a function of temperature. 

 

 In previous sections, it was noted that polar molecules may exhibit thermally driven 

chemical shifts due to changes in hydrogen bonding. As outlined in 4.1 Thermally-Perturbed 

Behavior of Water & Other Small Molecules, proton shifts in polar molecules tend to decrease at 

elevated temperatures due to weakened interactions with the extended hydrogen bonding 

network. In this case, the only hydrogen bonds present are those between ethanol and the zeolite, 

indicating that this bond must be the only one perturbed by thermal perturbations. Further 

support for the interpretation of the 13C NMR spectra can be found in Figure 4.19, where the 

thermally-driven behavior of neat ethanol is relatively invariant across the temperature range of 

interest. This indicates that whatever changes are observed in the adsorbed ethanol are indicative 

of structural changes in the adsorption state. 
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Figure 4.19. 13C spectra of neat ethanol as a function of temperature. 

 Though a relatively simple observation, this highlights the power of NMR to detect 

minute changes in the electronic environment of a nucleus. In this, case another polar molecule 

was shown to interact with acid protons in MFI and readily protonate. The degree of protonation 

can be observed as a function of temperature, evidenced by the shift in NMR signals at different 

temperatures. This clearly highlights the genesis of the dehydration of ethanol as the ethanol 

becomes increasingly protonated, which enables the chemical transformation to take place. Such 

observations by in situ NMR will continue to aid in a detailed understanding of the reactive 

structures and mechanisms for chemical transformations.  
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CHAPTER FIVE: CONCLUDING REMARKS 

 

5.1 Summary 

 Herein, recent representative applications of in situ MAS NMR to better understand 

supported-oxide catalysts have been described. In Chapter 1, the foundations of modern in situ 

NMR technology were outlined where it was shown that all-zirconia NMR rotors enable the 

study of materials under controlled reaction conditions. The high-strength sealing mechanism 

enables the environment of interest to be maintained throughout the course of an experiment. 

Further, specialized loading chambers enable such environments to be prepared from vacuum to 

elevated pressure conditions. Such advancements open a wide window of systems for which 

MAS NMR can provide mechanistic insight. 

 Chapter 2 extensively focuses on the state of dehydrated vanadia catalysts, maintaining a 

dry environment throughout the course of the NMR experiment. Silica-supported vanadia has 

historically been challenging to characterize due to ambiguity in spectroscopic results. Analysis 

by 51V MAS NMR coupled with theoretical calculations revealed the likelihood of monomeric 

species dominating the surface with dimeric and cyclic trimers as additional possibilities. 

Dehydrated titania-supported vanadia display distinct signals for monomers, dimers, and 

polymers which enable unambiguous characterization by 51V NMR. As a consequence, it was 

shown that oligomeric vanadia promote the SCR of NO by NH3 via a two-site mechanism. The 

addition of tungsten oxide to the vanadia catalyst promotes the formation of oligomeric vanadia, 

which in turn increases SCR reactivity. NMR was also employed to help better understand the 

role of the supporting facets of catalytic materials. This complex challenge was addressed by 
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better isolating exposed surface facets of titania and testing each facet with different quantities of 

loaded vanadium oxide. The (001)-dominant material facilitated the formation of oligomeric 

vanadia, which led to increased SCR TOFs. Correlations to the methanol ODH reactivity were 

less well-defined. Finally, bi-layered TiO2/SiO2-supported vanadia were characterized by 51V 

MAS NMR. Mixing the properties of the two supports has been shown to increase the catalytic 

performance of the material, but characterization by NMR suffers from similar challenges to the 

silica-supported material with respect to identifying unique vanadia species on the surface. 

 Chapter 3 then investigates the structure of supported vanadia materials either in the 

presence of water, or after exposure to hydrated conditions such as hydrothermal aging or 

genuine reaction conditions. Silica-supported vanadia catalysts under conditions of hydration 

were found to agglomerate via hydrolysis of V-O-Si bonds followed by surface migration and 

also be present as stable species that were not fully anchored to the support. Titania-supported 

hydrated catalysts showed similar tendencies to agglomerate under hydrated conditions, 

especially at high loadings where both bulk V2O5 and a solvated-like vanadia species were 

observed. Hydrothermal aging of the materials induced dramatic changes to the catalyst, 

characterized by a reduction in SCR activity and a slight decrease in monomeric species. 

Thermal treatment alone resulted in the reduction of a significant portion of vanadium centers, 

which was somewhat inhibited under hydrothermal treatment. The loss in activity was speculated 

to originate from a reduction in the acid site abundance. Further investigations on aged materials 

demonstrated the redistribution of vanadia species to more dispersed structures after just one 

cycle of oxidative dehydrogenation. This includes bulk V2O5, which could be redispersed on the 

surface and exhibited notable catalytic activity. 
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 Chapter 4 extends the application of in situ NMR beyond the detection of vanadium 

species to understand how molecules interact with the surface of the catalyst at a fundamental 

level. The thermally-perturbed behavior of representative molecules was thoroughly explored 

and then applied to solid-acid zeolites, which revealed the transition from Brønsted acid species 

to hydrated hydronium ions in the presence of water, highlighting the changes in the active site 

for catalysis under environmental conditions of moisture and providing a quantitative description 

of when the active site is transformed. This phenomenon helps explain previously observed 

trends in the activity of zeolite materials under hydrated conditions. Further, the progressive 

protonation of adsorbed ethanol molecules at higher temperatures on such sites confirms the 

dynamic nature of Brønsted acids in zeolites and provides insights on the early stages of 

reactivity for chemical transformations. 

 The results obtained from in situ NMR clearly highlight the unique advantages this 

spectroscopic technique retains in characterizing the state of supported oxide materials. The 

ability to precisely control the environment of the sample opens up a wide range of applications 

for which detailed molecular information may be obtained at conditions relevant to reacting 

systems. Additional works that take advantage of these capabilities are highlighted in the 

appendices, including in situ redox chemistry for molybdenum oxide, dehydration reactions over 

solid acid catalysts, and other select publications. 

 

5.2 Future Direction 

 The development of in situ NMR has truly enabled a wide array of systems to be 

analyzed across many different fields. With such tight control over the chemical environment in 
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the rotor and the ability to form a gas-tight seal, in situ NMR has opened up to a new realm of 

chemical reaction studies that were previously not possible. As it pertains to metal oxide 

catalysis, NMR must continue to be coupled with other characterization methods and reactivity 

measurements to accurately understand which species are both present and involved during 

reaction steps and how the active sites evolve with changing conditions. While the effects of 

dehydration and moisture are becoming increasingly understood on vanadia-based metal oxide 

catalysts, the roles of other environments, specifically those which contain reactive substrates are 

much less explored. 

 One area of interest for future investigation is that of the impact of other SCR promoters 

on the structure of vanadia. Molybdenum oxide, for example, has been shown to increase the 

reaction rate in a similar fashion to tungsten oxide. A number of such promoted catalysts are 

listed in Table 27. To provide deeper insight into the mechanisms of promotion by these 

additives, it would be advantageous to further compare the reactivity and vanadia surface 

structures for contrasting promoter loadings. In a similar fashion to what was explored herein for 

tungsten oxide promoted SCR, the reactivity of vanadia could be compared to different promoter 

loadings for the other oxides listed. The speciation of vanadia could then be extracted from 

Raman and NMR to reveal any structural effects these promoters might exhibit. A comparison of 

vanadia-only to the promoter-vandia system at similar total metal oxide surface coverages would 

also help distinguish the mechanism of oligomer promotion (such as surface crowding) if such an 

effect is present. Indeed, such an investigation could propel the understanding of decades of 

research by further correlating the catalyst structure with the catalytic function. 
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Table 27. Catalyst formulations for metal-oxide promoted SCR. 

Catalyst Rint (umol/g s) 

V2O5-MoO3/TiO2 11.1 

V2O5-WO3/TiO2 8.7 

V2O5-Nb2O5/TiO2 5.0 

V2O5-GeO2/TiO2 4.6 

V2O5-Fe2O3/TiO2 4.5 

V2O5/TiO2 4.2 

V2O5-CeO2/TiO2 3.2 

V2O5-MnO2/TiO2 2.5 

V2O5-Ga2O3/TiO2 2.5 

V2O5-La2O3/TiO2 2.3 

V2O5-SnO2/TiO2 1.8 

V2O5-ZnO/TiO2 0.7 

 

In this work, supported vanadium oxide was extensively studied by 51V MAS NMR to 

describe the surface structures present under different conditions and after various treatments; 

however, other nuclei can offer key insights into the structures present under controlled 

conditions. Stable intermediates of the chemical constituents may aid in the discernment of the 

transformations occurring during a reaction, both to the substrate and the catalyst material itself. 

In the case of vanadia, it was shown that hydrolyzing a bond with water altered its chemical 

shift, but observing such changes to other nuclei such as 1H or 17O was not possible due to rapid 

exchange, a dominating, uncontrolled H2O signal, high background for 1H, and exceptionally 

poor sensitivity in the case of 17O. Yet, the observation of other nuclei would dramatically 

enhance the level of detail of the molecular structures present. Mechanistically, capturing such 
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V–O-CxHy species generated during a reaction or the potential protonation of the vanadyl bond 

during proton abstraction might offer key insights into reaction mechanisms at play for an array 

of chemical transformations. Both the substrate and metal oxide nucleus could be probed in such 

instances, providing a multinuclear description of the system. As Chapter 4 described, beginning 

with the adsorption of the substrate and studying its properties as a function of chemical 

coverage and temperature can provide hints on the structural transitions that occur. Such 

investigations would drive forward the knowledge of metal oxide systems, enabling better 

prediction of material properties.  

A controlled, low-temperature exposure of methanol into a vandia catalyst, for example, 

could help to reveal adsorption modes on vanadia. The convenience of 1H and 13C would enable 

the combination of three nuclei to describe the NMR system and provide a multinuclear 

description of the adsorption modes. Once adsorption was established, the temperature of the 

system could be slowly modulated to stimulate a transition. During the catalytic step which 

induces reduction, likely several species would become invisible due to the paramagnetic center 

generated, but this could help solidify the adsorption modes of the substrate prior to reduction. 

Such investigations should be coupled with in situ EPR to provide a description of the reduced 

vanadia species geometries and abundance. In situ Raman and IR would also compliment the 

observations made by NMR and would provide further guidance in directing the DFT models 

used to interpret the NMR data. Such efforts are already underway. 

An often-overlooked nucleus is that of 17O. Since it directly interacts with these metal 

oxide structures, it can also provide detailed information on the configurational changes that 

occur under different environments or under reaction conditions. With a relatively short 
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relaxation time, the shortfalls primarily arise from low natural abundance of 0.038% and the 

relatively broad lines it exhibits in solid materials. This should, however, be regarded as an 

important future tool when efficient isotopic labeling methods are realized and as NMR 

technology continues to improve. Such a technique would enable the observation of not only 17O 

in the solid catalyst, but in substrates as well to provide further reaction intermediate structures. 

 As the implementation of smaller HTHP rotor designs becomes more commonplace, 

employing them at higher fields can help reduce the quadrupolar interaction that many metal 

oxide nuclei (25Mg, 27Al, 47Ti, 49Ti, 51V, 55Mn, 67Zn, 91Zr, 183W, etc.) suffer from while providing 

sufficient sideband separation. This comes with its own challenges, such as nuclei sensitivity, 

resource intensity, and relatively exploratory research, but could offer a unique tool to 

characterize such systems. Already, these smaller in situ rotor designs are being used to monitor 

the degradation of zeolites under hydrothermal conditions with the 27Al nucleus and will 

continue to represent a powerful tool in future investigations. When coupled with the specially-

designed loading chamber, various gaseous atmospheres at a range of pressures and temperatures 

can be used to understand the coordination of quadrupolar nuclei under additional environments. 

Combining such features offers limitless possibilities to explore chemical interactions in a way 

not previously possible. 

 To overcome some of the challenges associated with the sensitivity of these species and 

potentially drive research towards time-resolved studies with insensitive or time-consuming 

nuclei such as vanadia, a relatively new magnetic resonance technique, dynamic nuclear 

polarization (DNP), can be considered as an important emerging technique for solid state NMR. 

Signal enhancements of 20 to 400 times are typical and achieved by adding a polarizing agent or 
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exploiting a radical species already present on the material to transfer polarization from the 

radical species to the nucleus of interest by microwave irradiation at the EPR frequency. This 

technique may open the door for challenging 2D experiments not feasible for standard MAS 

NMR or even time-resolved studies to monitor the restructuring of vanadia during a reaction. 

Already, this method has been applied to catalytic materials to gain insight that would have not 

been possible without the dramatic signal enhancement.319-320 In fact, a mixed oxide material of 

V-Mo-W was recently investigated by DNP NMR to enhance the vanadium signal by a factor of 

50 (note that the experiment time varies with the square of the signal to noise ratio, equating to a 

time savings of 250 times).321 This technology could potentially render 2D and time-resolved 

detection of even vanadium relatively easy compared to the contemporary challenges such an 

endeavor would pose. It should be stressed that severe complications do exist in materials 

preparation for DNP NMR where the necessity of a radical species may require the addition of a 

constituent which alters the structure of the oxide material of interest, but such technical 

challenges may hold less importance for some specific applications and are more likely to be 

resolved as DNP NMR becomes a routine characterization technique. The ability to combine the 

in situ NMR technology with advancements afforded by DNP will open up the periodic table for 

advanced catalyst characterization. 

As a demonstrative step towards investigating materials under reactive environments, 

vanadia SCR catalysts were analyzed after conditions of NH3 and NO exposure to better 

understand how SCR gases interact with vanadia species. The first step of the SCR mechanism 

on vanadium-based catalysts is currently contested, where both ammonia adsorption on Lewis 

acids or as NH4
+ on Brønsted acids are observed.87, 130, 217 The spectra in Figure 5.1 display the 

51V NMR spectra for titania-supported vanadia catalysts, which have been exposed to NH3 and 
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NO environments. Generally speaking, these impregnated catalyst samples exhibit signal 

enhancement in the high field region (-607 to -657 ppm) at the expense of signals in the dimeric 

region, which might indicate preferential adsorption of the gaseous probing molecules to these 

dimeric sites. In particular, signals in the -580 to -590 ppm region are substantially diminished, 

and in the case of the tungsten-containing catalyst, appear to shift downfield. Such changes may 

offer insights into the dynamics of the structural changes that occur to vanadia as the reaction 

proceeds or even to the bonding modes of these species. If 1H, 15N, and 17O NMR were used to 

compliment the observation of the metal oxide nucleus, the provided multinuclear illustration of 

the bonding interactions would provide unprecedented detail into the molecular structures 

present within the rotor system. Further, as the HTHP rotor technology matures, holding NH3, 

NO, O2, and a mixture thereof in the rotor during analysis and slowly modulating the 

temperature as described above would provide further details on the structures and mechanisms 

involved in SCR. This class of investigation by in situ NMR may well propel a detailed 

molecular understanding of oxide systems for a myriad of chemical transformations. 

 

Figure 5.1. 51V MAS NMR results of V2O5(-WO3)/TiO2 catalysts treated with NH3 and NO, prepared by 

impregnation. Spectral deconvolution summation is presented by the red line. All spectra were externally referenced 

to V2O5 at -613.8 ppm. 
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Appendix A: Equipment Schematics 

 

Exhibit A. Drawings for 3.2 mm rotor. 
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Exhibit B. Drawings for 4.0 mm rotor. 

 

Exhibit C. Drawings for 4.0 mm Bruker-style rotor. 
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Exhibit D. Drawings for 5.0 mm rotor. 
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Exhibit E. Drawings for 7.5 mm rotor. 
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Exhibit F. Diagram of in situ NMR rotor depicting three-phase sample retention. 
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Exhibit G. Representative drawing for in situ rotor design for specialized applications. 
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Exhibit H. Schematic of the magnetically-coupled high/low pressure NMR loading vessel. 

Component Key: screw holes (a), stainless steel sleeve (b), compression washer (c), threaded nut 

(d), upper housing (e), bit piece (f), drive shaft (g), magnetically-coupled external cylinder (h), 

second cylinder (i), high-pressure cap (j), magnetically-coupled internal cylinder (k). 
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Exhibit I. Schematic of high-temperature, high-pressure operando NMR rotors loaded within the specially-designed 

loading chamber with magnetic screw coupling and tight control over the chemical environment. The rotor rests 

with in a modular holder for different rotor sizes and the threaded cap can be rotated to introduce a gas 

atmosphere. 
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Exhibit J. Schematic of a representative high-pressure delivery aparatus. 

 

Exhibit K. Representative schematics of gas and vacuum systems coupled with the heated chamber. 
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Exhibit L. Exploded view of a simplified, small-volume NMR rotor preparation chamber. 
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Exhibit M. Section view of a simplified, small-volume NMR rotor preparation chamber. 
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Exhibit N. View of modular components of the simplified, small-volume NMR rotor preparation chamber. 
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Exhibit O. Representative velocity profile for static flow through NMR cell. 

 

 

Table S1. Estimated pressure drop for static, flow-through NMR cell. 

Characteristic/Inlet 

Velocity0.8mm 

1 m/s 5 m/s 6.4 m/s 10 m/s 15 m/s 30 m/s 

ΔP/L0.8 (kPa/cm) 0.012 0.054 0.069 0.108 0.163 0.35 

ΔP/L1.0 (kPa/cm) 0.005 0.026 0.032 0.053 0.079 0.16 

Flow (ml/g/min) STP 140 763 893 1527 2290 4580 
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Exhibit P. Flow profiles of contrasting axial channel diameter. 

 

 

Exhibit Q. Modeled flow profile for a plug-flow tubular reactor. 
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Exhibit R. Flow profiles, velocities, and pressure drops for the static NMR cell. 

 

Exhibit S. Schematic of the interior of the static in situ NMR cell. 
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Exhibit T. Exploded view of the static, in situ NMR cell. 
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Exhibit U. Drawings for the static, in situ NMR cell assembly. 
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Exhibit V. Cross-section of static, flow-through NMR cell in the NMR probe. 
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Exhibit W. Schematic for test unit used for dehydration reactions.\ 
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Exhibit X. Reactor test stand. 
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Appendix B: Experimental Methods 

Sample Preparation 

The silica support used for the V2O5/SiO2 study was Cabosil EH-5. This fluffy material 

was pretreated with water in order to condense its volume for easier handling. The wet SiO2 was 

dried at 120°C and subsequently calcined at 500°C overnight. The supported V2O5/SiO2 

catalysts were prepared by the incipient-wetness impregnation of 2-propanol solutions of 

vanadium isopropoxide (VO(O-Pri)3, Alfa-Aesar 97% purity). The preparation was performed 

inside a glovebox with continuously flowing N2. The SiO2 support was initially dried at 120°C to 

remove the physisorbed water before impregnation. After impregnation, the samples were kept 

inside the glovebox with flowing N2 overnight. The samples were subsequently dried in flowing 

N2 at 120°C for 1 h and 300°C for 1 h. Next, the samples were calcined in flowing air at 300°C 

for 1 h and 450°C for 2 h. Prepared catalysts were transferred into individual glass tubes and 

capped with quartz wool for dehydration. The sample tubes were then placed inside a tubular 

glass vacuum chamber attached to a turbo molecular pump (Agilent TPS Compact) with the 

application of vacuum controlled by a bellows valve.  Vacuum was slowly applied to the sample 

chamber until a pressure on the order of 10-6 Torr was achieved. The temperature of the sample 

was adjusted with a tube furnace (Thermolyne 21100) and monitored with an Omega MDSSi8 

series bench top indicator. The catalysts were heated at 300°C for three hours. After this time 

elapsed, the samples were cooled under vacuum and the chamber, sealed closed with a bellows 

valve, and moved to a N2 purged glove box for loading into the 1.6 mm pencil-type rotors. The 

sample color changed from yellow-brown to dark grey-blue upon dehydration, suggesting a 

change in the coordination environment of vanadium and the possible presence of V4+ species.322 
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V2O5-WO3/TiO2 catalyst samples were prepared by incipient wetness impregnation. An 

aqueous solution of ammonium metatungstate (0.06 M, Pfaltz & Bauer, 99.5%) or ammonium 

metavanadate (0.35 M, Aldrich) was added to P25 TiO2 (Degussa, ~55 m2/g) until inceptively 

wet and the sample was subsequently mixed for 30 minutes. The sample was then dried 

overnight and subsequent impregnation was repeated with the second metal precursor (if 

applicable) as previously described217. After the second drying step, all samples were dried with 

flowing air (0.1 L/min) at 120°C for 4 hours. The samples were calcined at 550°C for 4 hours 

under flowing air and a 1°C/min ramp rate. Prior to magnetic resonance measurements, catalyst 

samples were dried in flowing dry air (~20 sccm/mg) at 400°C for 3 hours to dehydrate the 

surface. The samples were sealed under dry air at elevated temperature with isolation valves at 

each end of the reactor tube and transferred to a dry, N2 purged glovebox through an 

antechamber for further processing. The samples were then loaded into 2.5 mm pencil-type 

Bruker NMR rotors and sealed prior to transfer and analysis in the Bruker 600WB spectrometer 

(1.6 mm for the 850 MHz measurements). Dehydration of the materials before and after the 

experiment were confirmed by 1H NMR. 

Dominant facet titania nanoparticles were synthesized via a hydrothermal method. 

K2Ti6O13 nanowires were first made by dispersing 44.8 g of KOH in 80 ml of water. After 

ultrasonic treatment for 20 minutes, 2 g of Degussa P25 were added and sonicated until well 

dispersed. The solution was then placed in 150 ml Teflon autoclave liners inside of autoclaves 

(50 ml in each) and heated for 24 hours at 200ᵒC. The resulting nanowires were then washed 

several times with water and ethanol until the washing solution pH was stable. To synthesis 
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(101) titnia, 0.2 g of nanowires were dispersed in 180 ml water. The pH was adjusted to ~3-5 and 

then the solution was added to an autoclave for 48 hours at 200ᵒC. TiO2-(001) was synthesized 

by dispersing 0.167 g of potassium titanate in 100 ml of water. 30 g of urea was dissolved into 

the solution as a capping agent. The resulting mixture was brought to pH 13.1 – 13.4 with KOH 

and well mixed. The solution was then heated in an autoclave at 200ᵒC for 20 hours. The 

resulting nanoparticles were washed with water. Vanadia was deposited via dry impregnation of 

ammonia metavandate dissolved in an aqueous solution of dilute oxalic acid. 

V2O5/TiO2/SiO2 catalysts were prepared on SBA-15 by impregnating titanium 

isopropoxide suspended in toluene onto the SiO2 under an inert environment. The samples were 

then dried to remove excess solution and calcined at 500ᵒC in dry air to form the supported 

titanium oxide phase on silica. Vanadium isoporpoxide was then impregnated onto the bi-layered 

support and calcined for two hours at 500ᵒC. 

 Titanium nitride nanopowder (TiN, 99.2%, 20m, US Nanomaterials, Inc.) was calcined in 

an oxidative environment at different temperatures to achieve a differing degree of surface 

oxidation. The TiN nanopowder was loaded in a vertical quartz tube (250 mm O.D, 180 mm I.D.) 

and calcined at 350, 400, 450, 550, and 650oC in dry air (UHP, Praxair, 50ml∙min-1) for 4 hours. 

These dry oxidation treatment result in the formation of vacancy-rich TiO2 with a core-shell 

structure (TiN core and TiO2 shell from the oxidation of TiN as denoted to TiOxNy hereafter). As 

synthesized samples are dark blue, light green, yellow, light yellow and white depending on the 

degree of oxidation. VOx impregnation over the as-prepared TiOxNy supports was carried by 

incipient wetness impregnation of aqueous vanadium pentoxide (V2O5, Sigma Aldrich, ACS 

grade) dissolved in 1M oxalic acid (H2C2O4, Sigma Aldrich, ACS grade) containing the desired 
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amount of vanadia (7.2 wt% V2O5 which corresponds to nominal monolayer coverage). After 

impregnation, the samples were dried in the oven at 90ºC overnight, and further calcined at 350ºC 

for 2h in flowing air (Praxair, UHP, 50 ml∙min-1). The temperature for the calcination was carefully 

controlled to avoid the incorporation of additional oxygen in the TiOxNy support. Additional 

catalysts with different loadings of vanadia were prepared using nano-powdered TiO2 purchased 

from Sigma-Aldrich (99.7%, 21nm). In order to quantify the amount of oxygen atoms present on 

the titanium oxynitride support, the mass change experienced by TiN (TiN + aO2 → TiO2aN(1-a) + 

aN2) was monitored by means of thermal gravimetric analysis (TGA). An inert alumina crucible 

filled with about 5 mg of TiN nanopowder was placed in a TGA instrument (METTLER 

TOLEDO). Then temperature was raised from ambient temperature to 900oC at a ramping rate of 

10oC/min in air flow (UHP, Praxair, 50ml ∙min-1). 

The zeolites (Si/Al = 15 and 40) were obtained by calcination of the NH4-form zeolites 

(CBV3024E and CBV8014 from Zeolyst International) at 450ºC under air flow, and then stored 

for more than 2 days under ambient temperature and humidity prior to further treatment or 

measurements. Prior to 1H MAS NMR experiments, the sample was put in a quartz tube, which 

was later connected to flowing nitrogen (10 ml/min) and heated up to 400°C for 10 hours. The 

samples were then allowed to cool down to room temperature and packed into NMR rotors in a 

dry nitrogen glove box as soon as possible. Water was introduced to zeolite samples in the liquid 

phase for the in situ tests. To adsorb water vapor, dehydrated zeolites were first sealed in the 

glovebox into NMR rotors and then transferred into the NMR probe by a sealed glass vial to 

avoid exposure to air during transit. After the relocation of the packed rotor, it was exposed to 

the nitrogen gas used to spin NMR rotor. Even though a grooved Kel-F plunger/plug was used to 
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seal the rotor, the sample still adsorbed the moisture from nitrogen slowly in some cases. The 

sample was considered equilibrated when the change of spectra was less than 1 % over several 

days, after which the rotor was taken out remained capped, but exposed to ambient humidity 

before returning to the probe for measurements. Alternatively, liquid water was injected into the 

unsealed rotor19 using a microliter syringe after which the rotor was sealed. The loadings were 

calculated gravimetrically, based on the concentration of framework Al site, and were verified 

with spin counting experiments leading to an error estimation of 10 %. Since the homemade 

rotor is heavier and thicker than commercial rotors, an ethylene glycol temperature calibration 

was necessary for accurate temperature set points. 

Supported polyoxometalate catalysts were synthesized by incipient wetness impregnation 

of the crystalline Keggin clusters onto colloidal SiO2 (Cab-O-sil HS-5; ~300 m2/g surface area; 

1.5 cm3/g pore volume). The silica was thrice washed with 1M HNO3 and treated in dry air at 

300ᵒC for 5 hours to remove impurities. The polyoxometalate was dissolved in ethanol prior to 

slow introduction onto the silica support with frequent mixing. The material was then allowed to 

stand in a sealed container for 24 hours prior to treatment at 150ᵒC in dry air for 24 hours. The 

weight loading was controlled to 10%, unless otherwise specified, and the use of metal 

implements was avoided to mitigate potential reduction of the polyoxometalate clusters. 

H5AlW12O40 was synthesized by dissolving 100 g of Na2WO4·2H2O in 400 ml of water. 

Approximately 23 ml of hydrochloric acid was added to the solution slowly under vigorous 

stirring to reach a pH of 7.7. The dropwise addition of acid was periodically suspended to allow 

the tungstic acid precipitate to dissolve. The solution was heated to reflux and 13.32 g of 

AlCl3·6H2O dissolved in 80 ml water was added dropwise over the course of two hours under 
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constant stirring. The solution was prevented from becoming opaque with additional stirring. 

After all of the aluminum chloride was added, the solution was refluxed for an additional hour, 

cooled to room temperatures, and filtered. The resulting solution contained 

Na6[Al(AlOH2)W11O39] and exhibited chemical shifts of 73 ppm and 8 ppm. This solution was 

then acidified to pH 0 with sulfuric acid (~20 ml), then an additional 3 ml sulfuric acid was 

added prior to heating to reflux. This yellow solution clarified within 16 hours of the reflux and 

full conversion occurred within 6 days. The solution was then cooled to 0ᵒC and cold sulfuric 

acid (147 ml) was added to avoid excessive heating. 500 ml of diethyl ether was added and 

gently shaken in a separatory funnel. Frequent ventilation was required to minimize pressure 

buildup. The procedure proceeded until evaporation slowed down and shaking could intensify. 

The three layers were permitted to separate. The middle layer is the aqueous H5AlW12O40 layer 

and bottom was the etherate layer of H5AlW12O40. The bottom layer was removed and the two 

remaining layers were repeatedly shaken and extracted further to enhance the extraction 

efficiency. The total collected etherate layers were concentrated to dryness by rotary evaporation 

then dissolved in 20 ml of hot water, concentrating by gentle heating followed by cooling to 0ᵒC. 

18.2 MΩ water was generated by a Purelab Flex and mixed with H2
17O water to 

formulate 18.2 MΩ 20% H2
17O. 

 

BET Surface Analysis 

Surface analysis was conducted with an ASAP 2020 (Micromeritics). The samples were 

degassed for four hours at 200ᵒC before measurement. N2 adsorption and desorption isotherms 
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were acquired at -195.8°C to determine the BET surface area. Between 0.12 and 0.20 g of 

material were used for each measurement. 

 

X-ray Diffraction 

XRD patterns were collected using a PANalytical X’Pert MPD system with a vertical θ-θ 

goniometer with a 220 mm radius. The X-ray source is a long-fine-focus ceramic X-ray tube 

with a CuK- alpha anode (1.54056 Å). The operating power was 45 kV at 40 mA (1.8 kW). The 

scans were collected over the range of 10° to ~80° (2θ) at a rate of 1.5 deg/min and a step size of 

0.04°. Rietveld Refinement was conducted with the aid of the Materials Analysis Using 

Diffraction software.323 

 

Raman Spectroscopy 

Raman analysis of the catalysts were determined with a visible (532 nm) laser excitation 

on a single stage Horiba-Jobin Yvon Laboratory Ram-HR Raman spectrometer with a confocal 

microscope (Olympus BX-30) and a notch filter (Kaiser Super Notch). The visible excitation was 

generated by an Nd-YAG double diode pumped laser (Coherent Compass 315M-150, output power 

of 150 mW with power at the sample of 10 mW). The scattered photons were directed into a single 

monochromator and focused onto a UV-sensitive liquid N2 cooled CCD detector (Horiba-Jobin 

Yvon CCD-3000V) with a spectral resolution of ~1 cm-1 for the given parameters. Powder samples 

were loaded into a Harrick Scientific cell (HVC-DRP4) connected to a gas control system. The 
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temperature of the reaction chamber was controlled by the Harrick ATC Temperature Controller 

unit.  

 

Electron Paramagnetic Resonance 

Continuous Wave Electron Paramagnetic Resonance (CW-EPR) X-band (9.30 GHz) spectra 

were collected with a Bruker Elexsys 580 EPR spectrometer. The field was modulated at 100 

kHz and a microwave power of 30 dB, with a receiver gain of 80 and 4 repetitions.  The sample 

temperature was maintained at 125 K for all analyses. The weight percent of vanadium in the 

reduced state was calculated using a 0.5 mM solution of VO2 dissolved with a small amount of 

HCl and converted the integral to equivalent mg of vanadium and dividing by the weight of the 

sample. 

 

Scanning Transmission Electron Microscopy 

STEM images were acquired using an FEI Titan 80-300 STEM equipped with a condenser lens 

spherical aberration corrector. Samples were exposed to ambient atmosphere prior to insertion 

into the column under ultra-high vacuum. 

 

Density Functional Theory Calculations 

To accompany the spectroscopic observations for V2O5/SiO2, NMR chemical shift 

calculations were conducted to assist in the interpretation of experimental results.  Electronic 
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structure simulations utilized the Amsterdam Density Functional (ADF) package.324-326 The 

geometry was optimized utilizing the Generalized Gradient Approximation with the dispersion-

corrected Becke-Lee-Yang-Parr functional (GGA-BLYP-D).327-329 The all electron, triple , two 

polarization function (TZ2P) was implemented as the basis set with Slater type functionals.330 

Simulated NMR calculations were conducted with density functional theory using the Gauge 

Independent Atomic Orbital (GIAO) approach based on the findings of the Ziegler group.331-334 

Scalar relativistic effects were included at the two-component zero-order regular approximation 

(ZORA) level for the NMR calculations with the BLYP functional.335-337 

51V NMR chemical shifts require a standard reference for direct comparison between the 

spectra and calculations. VOCl3 has previously been shown to be an acceptable representative 

molecule for NMR calculations,338-339  and we have used it as the 51V NMR reference. The 

resulting calculated electronic shielding for VOCl3 was -1962.8 ppm at the BLYP-D level and -

1921 ppm at the BLYP/ZORA level. The resulting calculated shielding for a vanadium atom 

shift is given as obs (ppm) = σref(VOCl3, calc) - σcalc. 

The interpretation of the V2O5/TiO2 NMR spectra was aided by NMR chemical shift 

calculations using density functional theory as implemented in the Amsterdam Density 

Functional (ADF) software324-326 and in Gaussian-16.340 Large model cluster geometries were 

optimized using the generalized gradient approximation with Grimme’s third generation 

dispersion-corrections applied to the Beck-Lee-Yang-Parr functional (GGA: BLYP-D3).327-328, 

341 Scalar relativistic effects were accounted for using the zero-order regular approximation 

(ZORA).336-337 A Slater-type, all-electron, triple- ζ, two-polarization function (TZ2P) was used as 

the basis set.330 
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Diffraction patterns of both the SCR samples demonstrate anatase as the primary 

polymorph. As such, cluster models were constructed to mimic the (101) and (001) planes of 

anatase. Howard et al.’s structural determination of anatase was used as the base model whereby 

the crystal was cut along the aforementioned faces.342 The models provided two layers of depth, 

where the bottom layer was frozen to preserve the crystal structure. Terminal oxygen atoms were 

charged balanced with protons at a length of 9.7 Å in the direction of the removed Ti atoms. The 

vanadium structure was placed atop this surface model and optimized as described above. The 

smaller model cluster calculations were performed with Gaussian 16.340 The geometries were 

optimized at the B3LYP327, 343 level with the aug-cc-pVDZ(-PP)344-346 pseudopotentials on the V, 

Ti, and W. The NMR chemical shift calculations were done with ADF using the BLYP 

functional and the TZ2P basis set with ZORA as described above. To correlate the calculated 

nuclear shielding from DFT to the observed NMR chemical shifts, vanadium oxytrichloride 

(VOCl3) was used as the computational standard at 0 ppm.338-339 The calculated shielding relates 

to the chemical shift by δ(51V) = σcalc, ref - σcalc. Our model of V2O5 predicts peaks at -618 and -

607 ppm for the average and center vanadium atoms, respectively, which correlates with the 

experimental value of -613.8 ppm, providing a validation of our computational approach. 

The Amsterdam Density Functional (ADF-2014) package347 was applied to calculate the 

electronic structures for the hydronium ion work. The generalized gradient approximation 

(GGA) based Becke-Lee-Yang-Parr function with dispersion correction (BLYP-D)348 was used 

for the geometry optimization.  All calculations were performed at the Slater-type TZ2P basis set 

(triple-ζ, 2-polarization function, all-electron).349 The geometry-optimized structures at the same 

level of the theory were applied to calculate the chemical shielding for each atom with the same 
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basis set.  Tetramethylsilane (TMS) was used as the 1H chemical shift reference by converting 

the calculated shielding to the observed shielding using following equation: δiso = σ(TMS) - σcalc = 

31.4 - σcalc. H-ZSM5 clusters containing 58 T-atoms were extracted from a previous periodic 

structure optimization350, cut to the size used in this study, and terminated with H-atoms (Si-H 

bond lengths fixed at 1.455 Å) to replace terminal O-atoms while maintaining peripheral charge 

neutrality, as established elsehwere.351 Except for these charge-balancing protons, atoms 

exceeding 2 bonds from the Al site were frozen to maintain the integrity of the zeolite structure. 

Water molecules were added for cluster optimization in a stepwise fashion. 

 

Solid State 51V NMR Spectroscopy 

V2O5/SiO2 solid state 51V NMR experiments were performed on a Varian-Inova 850 

MHz NMR spectrometer equipped with a commercial 1.6 mm pencil-type MAS probe, operating 

at a magnetic field of 19.975 T. The corresponding Larmor frequency was 223.367 MHz. The 

single pulse MAS NMR experiments were acquired with a π/2 pulse width of 1.85 μs and a 

spectral width of 5 MHz at a sample spinning rates of 36, 30 and 28 kHz. Rotor-synchronized 

Hahn echo NMR experiments were performed to collect the 51V MAS NMR spectra. A half echo 

time equal to one rotor period was used. Depending on the samples, 150,000-330,000 scans were 

used with a 0.2 s recycle delay. All of the chemical shifts were externally referenced to the 

center-band of bulk V2O5 (-610 ppm relative to VOCl3 based on literature reports). All NMR 

measurements were carried out at 25°C. Spectral deconvolution was conducted using the DMFIT 

program,352 and a spinning side band simulation was incorporated into this analysis. 
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Other 51V MAS NMR experiments were conducted with a 14.0921 T Bruker 600WB 

spectrometer utilizing a commercial 2.5 mm pencil-type MAS probe and a Varian-Inova 850 

MHz spectrometer equipped with a commercial 1.6 mm pencil-type probe. The corresponding 

51V Larmor frequencies are 157.778 and 223.367 MHz. Single pulse NMR experiments were 

conducted with a 3π/16 pulse width of 1.5 μs, a delay time of 0.2 s, a spectral width of 1 MHz, 

and an acquisition time of 4.096 ms (1.85 μs, 0.2 s, 5 MHz). Typically, 40,000 scans were 

collected per 51V MAS NMR spectrum. Chemical shifts were externally referenced to the 

centerband of bulk V2O5 at -613.8 ppm relative to VOCl3. Spinning rates of 32-35 kHz were 

used for all 600 MHz experiments, which proved a superior option in removing sideband overlap 

compared to 850 MHz experiments. Comparison of the current results to our previous work will 

show a chemical shift difference of a few ppm due to our direct utilization of VOCl3 as the 

standard instead of the secondary reference V2O5, which has an isotropic chemical shift of -613.8 

ppm relative to VOCl3 and was previously reported as -610 ppm (see Figure S15 and Figure 

S16). 

1H MAS NMR experiments were conducted on a 600WB NMR to verify the dehydrated 

state of vanadia catalyst materials and collected with a π pulse width of 1.25 μs, a delay time of 2 

s, a spectral width of 0.5 MHz, and an acquisition time of 8.192 ms. Typically, 1024 scans were 

collected per spectrum. Chemical shifts were externally referenced to adamantine at 1.82 ppm. 

To account for only the signal generated by the sample, rotor and probe background signals were 

subtracted from each spectra. 

In situ NMR spectra collected to characterize the local structure of vanadia species on the 

catalyst surface. Samples were dehydrated at 300oC (linear heating, 10 oC·min-1) under 10% 
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O2/N2 (0.83 ml∙sec-1) for 1 hr. Post-reaction NMR samples were exposed to ethanol (0.1 ml∙hr-1) 

at 200oC for 1 hr. Oxidized samples were subsequently held at 200oC in the oxygen stream for 1 

hr prior to measurement.  The samples were isolated and transferred to an N2-purged glovebox 

where they were loaded into the NMR rotors. MAS NMR experiments were conducted with a 

600WB Bruker spectrometer employing a commercial 2.5 mm pencil-type MAS probe. 51V 

NMR spectra were collected with a 3π/16 pulse width of 1.5 μs, a repetition time of 0.2 s, and an 

acquisition time of 4.096 ms. The corresponding Larmor frequencies are 157.778 MHz.  

All NMR spectra for the solvent study were collected with a 300 MHz Varian Inova 

NMR spectrometer operating at a 1H Larmor frequency of 299.97 MHz and a 17O Larmor 

frequency of 40.67 MHz.  Samples were spun at the magic angle at a spinning rate of 4,000 Hz 

in a commercial 7.5 mm ceramic probe.  A high-temperature, high-pressure NMR rotor was 

employed to allow for thermal investigations at elevated temperatures and pressures.19, 235 1H 

single pulse experiments were conducted with a pulse width of ~π/140 (0.1 μs), delay time of 

200 ms, acquisition time of 1 s, and 32 repetitions. 17O single pulse experiments were conducted 

with a pulse width of π/2 (8 μs), delay time of 200 ms, acquisition time of 200 ms, and 128 

repetitions. Inversion recovery experiments were conducted using a two-pulse sequence of π 

followed by π/2 (14 and 7 μs for 1H; 16 and 8 μs for 17O) the delay period was varied across 7 to 

17 data points to collected the delay-modulated inversion recovery signal. A recycle delay of 10 

s was used for 1H measurements and 200 ms for 17O; at least 4 repetitions were used in these 

measurements with similar acquisition times to the single pulse experiments. All 1H NMR data 

were externally referenced to adamantane at 1.82 ppm and 17O NMR data were externally 

referenced to 25ᵒC water at 0 ppm. The collected inversion data were fit with y(𝑡) =
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∑ 𝐴𝑖 (1 − 𝐵𝑖𝑒
−𝑡

𝑇1,𝑖) where y(t) is the normalized spectral intensity as a function of delay time, A is 

the weighting factor for species i (sum to unity), B is the compensation factor for species i (1 < B 

≤ 2, typically ~2), t is the time used in the pulse delay, and T1 is the spin-lattice relaxation time 

of species i. The experimental temperature was controlled using a commercial variable 

temperature heating stack, externally calibrated with both a methanol and ethylene glycol 

thermometers. The heating stack flow rate was increased to dramatically reduce thermal 

gradients across the sample. All free indication decays were processed without line broadening.  

 

Figure S1. Representative pulse sequence (top) and spin response (bottom) for inversion recover experiments. 

 

1H, and 29Si magic angle spinning (MAS) Solid-state NMR experiments for the 

hydronium ion work were performed on a Varian-Agilent Inova wide-bore 300 MHz NMR 

spectrometer and confirmed with a Bruker 600 MHz NMR spectrometer at higher field, 27Al 

NMR were acquired from an 850 MHz spectrometer. Ex-situ experiments were performed using 

commercial rotors of different diameters (2.5 mm and 5 mm). Detailed information about each 

measurement are presented in the figure captions. 1H, 27Al and 29Si spectra were referenced to 
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tetramethylsilane (TMS at 0 ppm), 0.1 M Al(NO3)3 in water (0 ppm), and 4,4-dimethyl-4-

silapentane-1-sulfonic acid (DSS at 1.534 ppm), respectively. The measurement uncertainty was 

±0.1 ppm. After the rotor was loaded into the probe, spin counting techniques were used to 

estimate the H concentrations. The total hydrogen concentrations were determined via 

integrating the spectral intensities ranging from 120 to −110 ppm and comparing to an external 

spin counting standard adamantane. As all spectra were acquired at the same parameters and 

number of scans, they were normalized to the mass of each sample. The background NMR 

signals were measured using the same parameters on an empty rotor and subtracted from the 

spectra. In-situ 1H MAS NMR were carried out using a custom-made 7.5 mm high temperature 

and high-pressure MAS rotor.19, 235  

1H-29Si cross polarization (CP) NMR was used to monitor the evolution of the acid site 

structure during the hydration process. The signal in the 1H–29Si CP MAS NMR spectrum is 

attributed to the transfer of magnetization from 1H to 29Si mediated by the dipolar interaction, 

meaning that the CP signals originate only from 29Si in close proximity to 1H nuclei. Thus, CP 

becomes more efficient as the distance between the 29Si and the 1H nuclei decreases or the 

adjacent 1H nuclei increase in quantity or localization at a particular position. In absence of 1H 

nuclei near 29Si atoms or in the case of increased mobility of 1H increases, CP signals 

disappear.275, 353-354  

For the in-situ 1H NMR measurements of zeolite, the chemical shift values, spinning 

sidebands, and line widths observed in dehydrated zeolites have been used to infer the acid 

strength of bridging hydroxyl groups as well as the distance between hydroxyl protons and the 

framework aluminum.355-360 Baba and co-workers showed that the chemical shift value was 
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independent of the temperature, although the intensity of the spinning sidebands monotonically 

decreased, and the peak width increased from room temperature to about 100 °C before 

decreasing.355, 361  

Catalyst Activity Testing 

SCR reactivity of the supported V2O5(-WO3)/TiO2 catalysts was investigated in a fixed-

bed reactor (Altamira AMI-200 temperature programmed system) equipped with an online 

quadrupole mass spectrometer (Dycor Dymaxion DME200MS) designated for effluent analysis. 

Typically, 30 mg of catalyst was loaded into a U-type quartz tubes (0.25” OD standard 6.5” AI-

2210) and initially treated with 10% O2/Ar at 400°C for 1 h to activate the catalyst. The reactor 

system was subsequently flushed with He for 10 min and the SCR reaction mixture was introduced 

(35 mL/min of NH3/He (2000 ppm), 35 mL/min of NO/He (2000 ppm), 5 mL/min of 5% O2/He). 

The steady-state SCR reaction was performed for 2 h at 200°C. The following m/z ratios were 

analyzed for the identification of the exiting gas composition: O2 (m/z = 32), N2 (m/z = 28), NH3 

(m/z = 17), NO (m/z = 30), NO2 (m/z = 46) and N2O (m/z = 44). Activity data was calculated based 

on NO conversion. 

Methanol ODH reactions were carried out in a fixed-bed reactor insulated within a furnace. 

Catalysts were sieved to 50 um and diluted 50:1 with silicon carbide of the same size (determined 

to be inert by control experiments). Catalysts were pretreated at 300ᵒC in simulated dry air. 

Typically, 20 mg of material would be loaded and 100 sccm N2, 25 sccm of O2, and 0.43 ml/hr of 

methanol would be employed to test the materials (~5% methanol). Products were analyzed online 

with a microGC. 
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Before catalytic testing for ethanol ODH, all samples were crushed and sieved to a particle 

size <150 μm. Steady-state partial oxidation of ethanol experiments were conducted in a 

continuous flow fixed bed quartz glass micro reactor (6.4 mm I.D.) oriented vertically in an 

electrically heated furnace (VECSTAR, UK) at atmospheric pressure equipped with a digital PID 

temperature controller (Digi-Sense). Catalyst samples were supported on quartz wool equipped 

with K-type thermocouples placed at the vertical center of the catalyst bed. The catalyst was 

pretreated using a 0.16 oC∙sec-1 at temperature ramp to reaction temperature and held at this 

temperature for 1 hr under a O2/He mixture (5% and 0.5%O2, Praxair, UHP, 2.68 cm3·s-1 before 

exposing catalysts to the reactants. After this pretreatment step liquid absolute ethanol (Fisher, 

HPLC grade) was evaporated into the flowing O2/He influent stream at 100oC using a liquid 

syringe pump (New Era Syringe pump) with the flow adjusted to give the desired ethanol partial 

pressure (0.5 – 11 kPa). All gas transfer lines before and after the liquid injection port were kept 

above 140oC to prevent condensation of reactants and products. Ethanol conversion rates on 

V/TiOxNy catalysts were measured at 200oC. The flow of 5%O2/He were adjusted by a mass flow 

controller (Brooks 5850E) during these experiments. The rates of ethanol partial oxidation are 

reported either as total V-atom turnover rates (moles of ethanol converted per total V atom (∗𝑇) 

per second). Chemical species in the feed and reactor effluent stream were measured using an 

online gas chromatograph (Agilent Micro GC 460) with a micro capillary column (CP5) connected 

to a micro thermal conductivity detector. For the identification of the observed GC peaks, a mixture 

of acetaldehyde, water, and ethanol was injected to GC confirming the retention time of each 

chemical. 
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Appendix C: Additional Supporting Data 

 

Figure S2: EPR spectra of silica-supported catalysts under ambient (A) and dehydrated (D) conditions. 

Table S2 Quantitative EPR Results for vanadium oxide catalyst sunder ambient and dehydrated conditions 

Sample %V as V4+ 

Ambient 3% V2O5/SiO2 2.52 

Ambient 8% V2O5/SiO2 3.19 

Dehydrated 3% V2O5/SiO2 1.25 

Dehydrated 8% V2O5/SiO2 0.31 
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Figure S3. Centerband determination of 51V MAS NMR spectra of V2O5/SiO2 catalysts of varying loading, 8% and 

3%, under hydrated conditions at different spinning rates: 8% V2O5/SiO2 at 36 kHz with 210,000 scans; 8% 

V2O5/SiO2 at 28 kHz with 30,000 scans; 3% V2O5/SiO2 at 36 kHz with 240,000 scans; 3% V2O5/SiO2 at 28 kHz with 

60,000 scans. The line broadening used for processing the data was 100 Hz. 

 

Figure S4. Centerband determination of 51V MAS NMR spectra of V2O5/SiO2 catalysts of varying loading, 8% and 

3%, under dehydrated conditions at different spinning rates: 8% V2O5/SiO2 at 38 kHz with 120,000 scans; 8% 

V2O5/SiO2 at 32 kHz with 150,000 scans; 3% V2O5/SiO2 at 38 kHz with 480,000; 3% V2O5/SiO2 at 32 kHz and 

400°C with 630,000 scans. The line broadening used for processing the data was 100 Hz. 
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Figure S5. 9.4% V2O5 mixed with HBEA 51V MAS NMR reference at 38 kHZ. 

 

 

Figure S6. Gaussian/Lorentzian peak fit of hydrated 3% V2O5/SiO2 at 36 kHz with a side band simulation. 

 

 

Figure S7. Gaussian/Lorentzian peak fit of hydrated 8% V2O5/SiO2 at 36 kHz with a side band simulation. 
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Figure S8. Gaussian/Lorentzian peak fit of dehydrated 3% V2O5/SiO2 at 38 kHz with a side band simulation. 

 

 

  

  

Figure S9. Gaussian/Lorentzian peak fit of dehydrated 8% V2O5/SiO2 at 38 kHz with a side band simulation. 
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Figure S10. 1H NMR spectra of 8% V2O5/SiO2 under hydrated (a) and dehydrated (b) conditions. Spectra were 

collected with a Bruker 600 MHz NMR. They hydrated sample shows a broad peak near 5 ppm corresponding to 

water that is nearly eliminated in the dehydrated sample. The sharp peak at 2 ppm is from silanol protons while the 

broad peak just downfield is assigned to a small quantity of weakly H-bonded silanols. The ‘*’ indicate areas where 

background subtraction was imperfect due to the very large background signal relative to the sample signal. 
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Table S3. Calculated 51V NMR of vanadium siloxane clusters relative to VOCl3 

Cluster 

    V      Si    O  H 

   

BLYP-D 
BLYP-D 

Hydrated 
BLYP/ZORA 

BLYP/ZORA 

Hydrated 

 

 

-636 -621 -640 -625 

 

 

 

-678 , -

681 
-640, -644 -682, -686 -649, -646 

 

 

-574, 

-676, 

-687 

-626, -

662, -687 

-690, -580, -

680 

-689, -632, 

-655 

 

 

 

Monomer 

Dimer 

Trimer 
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Table S4. Calculated 51V NMR of vanadium clusters at various proposed hydration mechanism configurations 

relative to VOCl3 

Cluster 

    V       Si    O  H 

   

Description BLYP-D 
BLYP-D 

Hydrated 

BLYP/

ZORA 

BLYP/ZO

RA 

Hydrated 

 

 

Free VO4 

-517 

 

-497 

(COSMO) 
-498 

-503 

(COSMO) 

 

 

Free Dimer -546, -560 
-526, -544 

(COSMO) 

-551, 

-566 

-553, -571 

(COSMO) 

 

 

2 bridge 

bonds 

hydrolyzed 

dimer 

-560, -566 -584, -589 
-572, 

-567 
-594, -591 

 

 

2 V-(OH)2-

V bridge 4 

hydrolyzed 

bridges 

-463, -508 -498, -508 
-469, 

-514 
-516, -498 

 

 

Trimer, 1 

hydrolyzed 

bridge 

-539, -560, 

-606 
-609, -663 

-603, 

-536, 

-590 

-639, -603, 

-674 
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Trimer, 2 

hydrolyzed 

bridges 

-617, -619, 

-648 

-577, -599, 

-601 

-613, 

-642, 

-614 

-594, -576, 

-596 

 

 

Tetramer 
-629, -635, 

-637, -656 

-536, -571, 

-583, -632 

-629, 

-632, 

-625, 

-652 

-540, -634, 

-585, -575 
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Table S5. Calculated 51V NMR of vanadium monomer-dimer bridge configurations relative to VOCl3 

Cluster 

    V      Si    O  

H 

   

Description 

 

BLYP-D 

 

BLYP-D 

Hydrated 

 

BLYP 

/ZORA 

 

BLYP/ZORA 

Hydrated 

 

 

Monomer-

dimer bridge, 

1 Si 

separation 

-637, -

677,  

-691 

-591, -

659,  

-668 

-682, -

696,  

-642 

-673, -664,  

-599 

 

 

Monomer-

dimer bridge, 

2 Si 

separation 

-667, -

686,  

-728 

-630, -

637, 

-650 

-691, -

732, 

-671 

-636, -642,  

-655 

 

 

 

Monomer-

dimer bridge, 

3 Si 

separation 

-646, -

673,  

-696 

-641, -

658,  

-670 

-710, -

688,  

-649 

-675, -663,  

-651 
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Table S6. Additional 51V-NMR model results (VOCl3 as standard) ADF (BLYP/ZORA/TZ2P) 

Compound 51V ppm 

VO(OH)3 
-573.9 

VO(OH)2OSi(OH)3 -615.1 

VO(OH)[OSi(OH)3]2 -634.8 

VO[OSi(OH)3]3 -696.5 

VO(OSiH3)3 -682.3 

VO(OH)2(OSiH3) -610.8 

VO(OH)(OSiH3)2 -646.1 

VO[OSi(OSiH3)3]3 -712.4 

VO(OH)2OSi(OSiH3)3 -617.8 

VO(OH)[OSi(OSiH3)3]2 -662.5 

VO2(OH)2
-1 -498.3 

VO3(OH)-2 -419.9 

VO4
-3 -376.2 

V(OH)4
+1 -704.4 

VO2(OH) -248.2 

V(OH)5 -253.7 

VO2
+1 -446.6 

VO2(H2O)4
+1 -575.0 

VO3
-1 86.9 

V[OSi(OH)3]4
+1 -852.5 

V(OSiH3)4
+1 -801.3 

VO2[OSi(OH)3] -293.1 

VO2(OSiH3) -298.0 

VO2[OSi(OH)3]2
-1 -577.9 
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VO2(OSiH3)2
-1 -599.3 

VO3[(OSi(OH)3]
-2 -420.5 

VO3(OSiH3)
-2 -446.0 

V2O5 -307.2 x2 

V2O4
+2 (trans) -533.1 x2 

V2O4
+2 (cis) -531.5 x2 

V2O4(OH)2 (trans) -512.2 x2 

V2O4(OH)2 (cis) -507.8 x2 

V2O4(OH)[OSi(OH)3] (cis) -554.1, -507.2 

V2O4(OH)[OSi(OH)3] (trans) -568.9, -514.9 

V2O4(OH)(OSiH3) (cis) -540.6, -507.3 

V2O4(OH)(OSiH3) (trans) -550.3, -513.9 

V2O4[OSi(OH)3]2(cis) -550.9, -554.3 

V2O4[OSi(OH)3]2(trans) -566.0, -576.0 

V2O4(OSiH3)2 (cis) -541.5 x2 

V2O4(OSiH3)2 (trans) -552.5, -554.0 

V2O3(OH)4 -608.1 x2 

V2O3(OH)2[(OSi(OH)3]2 -696.3, -608.2 

V2O3[(OSi(OH)3]4 -663.5, -689.9 

VO(OH)[OVO(OH)2]2 -612.3, -606.8(x2) 

VO2[OVO(OH)2]2
-1 -642.5, -566.5 (x2) 

O2VOVO(OH)2 -610.8, -292.7 

O2VOVO(OH)[OSi(OH)3] -662.0, -291.2 

O2VOVO[OSi(OH)3]2 -708.1, -301.0 
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Figure S11. Additional 51V-NMR (VOCl3 as standard) ADF (BLYP/ZORA/TZ2P) structures from  

Table S6. 
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Figure S12. (a) Atomic resolution Z-contrast STEM image of a TiO2 particle for the supported 5% V2O5/TiO2 

catalyst after ambient exposure, but under UHV showing the TiO2 lattice. (b) Enlarged image of the cyan box region 

in panel (a) and corresponding EELS spectrum (d) of the thin surface layer (indicated by white arrow in (b)) 

showing presence of vanadium on the (103̅) surface of the particle. (c) Enlarged image of the green box region in 

panel (a) and corresponding EELS spectrum (e) of the thin surface layer (indicated by white arrow in (c)) showing 

presence of vanadium on the (01̅1) surface of the TiO2 particle. Vanadium atoms also seems to have widened the 

spacing of (01̅1) planes near the edge (indicated by green arrows in (c)). The d-spacing of TiO2 (01̅1) planes were 

expanded by the surface vanadia overlayer (as shown in (c)). (f) EELS spectrum collected from inside of the TiO2 

particle showing no discernable peaks from vanadium, which would likely be smeared by the signal form titanium as 

the electron travels through the thickness direction of the particle. 
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Figure S13. Microstructural characterization of the TiO2 particles (for supported 5% V2O5/TiO2-I), including (a) 

Low magnification TEM image of the particles, (b) electron diffraction pattern of the particles in panel (a) which 

shows a typical pattern of anatase TiO2, an indication minor rutile presence at 3.26 A and no obvious signal from 

vanadium oxides, and (c) high resolution TEM image of the edge of a particle demonstrating that each particle is in 

fact a single crystal.  The shape (or surface facet) of the particles are not uniform; but (101) surfaces appears to be 

the dominant facet. 

 

 

Figure S14. Atomic resolution Z-contrast STEM image of the supported, impregnated 5% V2O5/TiO2 catalyst 

particle (left) and EEELS spectra (right) providing further evidence of surface vanadium inserted atop titania rows 

on the particle edges. 
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Figure S15. 51V MAS NMR spectrum of bulk V2O5 at high field relative to VOCl3 measured in this study at 0 ppm. 

The centerband of the bulk V2O5 secondary reference is -613.8 ppm. * denotes spinning side band. 

 

 

Figure S16. 51V NMR spectrum of VOCl3 referenced to 0 ppm. 
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Figure S17. Spinning sideband patterns for the 51V MAS NMR spectra of dehydrated, impregnated V2O5/TiO2 

catalysts at 14T and ~35 kHz spinning rate. ^ indicates center band. 
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Figure S18. 51V MAS NMR spectra at 21T of dehydrated, supported 1% V2O5/TiO2, 1% V2O5-5% WO3/TiO2, and 5% 

V2O5/TiO2 catalysts prepared by impregnation and collected with sample spinning rates of 30, 32.5, and 30 kHz and 

38,000, 308,000, and 77,000 repetitions, respectively. 

 

Figure S19. Electron paramagnetic resonance (EPR) spectra of the same dehydrated supported vanadium oxide 

catalysts probed above by NMR. Small quantities of V4+ are present on the samples. G-values are determined as 

2.0014 (1% V2O5/TiO2), 1.9829 (1% V2O5-5% WO3/TiO2), and 1.9376 (5% V2O5/TiO2). The broader lines of the 5% 

V2O5/TiO2 impregnated catalyst reflect V4+ in close proximity to each other. 
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1000 2000 3000 4000 5000 6000 

1% V2O5/TiO2 
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Table S7. Content of reduced vanadium oxide species determined by EPR line integration, surface vanadium 

density, average V-V distance, surface tungsten density, and fractional surface coverage of V or W with respect to 

monolayer coverage.  

Sample %V as V4+ 
V/nm2 Avg. V-V 

dist. Å 
W/nm2 Θ(V/W) 

1% V2O5/TiO2 0.25% 1 8.9 - 0.2 

5% V2O5/TiO2 1.02% 7 5.2 - 0.6 

1% V2O5-5% WO3/TiO2 0.62% 1 10.3 2.4 0.15/0.53 

 

 

Figure S20. Optimized Goodrow DFT cluster models used to gain an understanding of the impact of oxygen 

vacancies on the 51V NMR chemical shift. A nearby oxygen vacancy on TiO2 is predicted to deshield 51V nuclei by 

approximately 20 ppm. 
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Figure S21. DFT-optimized small cluster model of a VOX-WOX dimeric structure. Atoms represented include 

vanadium (orange), titanium (grey), oxygen (red), tungsten (blue), and hydrogen (white). 

 

 

Figure S22. DFT-optimized structure of a vanadia monomer with a protonated vanadyl bond. The predicted 

chemical shift is far from any resonance observed experimentally. 
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Figure S23. DFT-optimized structure of a VOX-WOX dimer on a TiO2 cluster. The cluster was optimized in 

Gaussian-16 with B3LYP/aug-cc-pVDZ(H,O)/aug-cc-pVDZ-PP(V,Ti,W). 51V NMR shielding calculations were 

conducted using ADF with ZORA and BLYP/TZ2P, referenced to VOCl3. 

 

Figure S24. DFT-optimized structure of A) 2VOX-WOX trimer (left) and B) VOX-WOX-VOX trimer on TiO2 cluster 1. 

The clusters were optimized in Gaussian-16 with B3LYP/aug-cc-pVDZ(H,O)/aug-cc-pVDZ-PP(V,Ti,W). 51V NMR 

shielding calculations were conducted using ADF with ZORA and BLYP/TZ2P, referenced to VOCl3.
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Figure S25. DFT-optimized structure of A) 2VOX-WOX trimer (left) and B) VOX-WOX-VOX trimer on TiO2 cluster 2. 

The clusters were optimized in Gaussian-16 with B3LYP/aug-cc-pVDZ(H,O)/aug-cc-pVDZ-PP(V,Ti,W). 51V NMR 

shielding calculations were conducted using ADF with ZORA and BLYP/TZ2P, referenced to VOCl3. 
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Table S8. DFT 1H NMR calculations of different water loadings on Site 2 in Table 3. 

Water/BAS Δ ppm 1H Water/BAS Δ ppm 1H Water/BAS Δ ppm 1H 

0 H(192): 4.5 

6 

H(192): 7.6 

8 

H(215): 13.8 

1 

H(192): 14.4 H(205): 6.3 H(216): 4.2 

H(209): 4.3 H(207): 9.8 H(218): 1.8 

H(210): 4.0 H(209): 8.7 H(219): 4.7 

2 

H(192): 18.6 H(210): 3.4 H(220): 5.5 

H(209): 11.6 H(212): 16.0 H(222): 1.0 

H(210): 5.0 H(213): 2.1 H(223): 2.8 

H(212): 3.0 H(215): 17.2 H(225): 1.5 

H(213): 4.5 H(216): 5.9 H(226): 5.0 

3 

H(192): 16.1 H(218): 0.2 H(228): 6.2 

H(209): 17.4 H(219): 4.7 

9 

H(192): 6.9 

H(210): 6.0 H(220): 6.2 H(205): 9.7 

H(212): 10.8 H(222): 1.3 H(207): 9.1 

H(213): 2.1 

7 

H(192): 9.5 H(209): 11.4 

H(218): 1.5 H(205): 3.7 H(210): 10.1 

H(219): 7.6 H(207): 9.2 H(212): 18.0 

4 

H(192): 6.9 H(209): 17.6 H(213): 4.9 

H(209): 11.6 H(210): 5.6 H(215): 13.4 

H(210): 2.3 H(212): 14.4 H(216): 4.3 

H(212): 17.2 H(213): 12.1 H(218): 1.9 

H(213): 2.3 H(215): 8.1 H(219): 4.7 

H(218): 3.1 H(216): 2.1 H(220): 5.2 

H(219): 11.3 H(218): 5.4 H(222): 1.0 

H(224): 17.9 H(219): 4.7 H(223): 2.9 

H(225): 6.1 H(220): 6.4 H(225): 1.2 

5 

H(192): 7.7 H(222): 4.3 H(226): 5.7 

H(205): 6.1 H(223): 7.0 H(228): 6.8 

H(207): 10.3 H(225): 8.3 H(229): 2.1 

H(209): 8.5 H(58): 9.1 H(231): 3.7 

H(210): 2.6 

8 

H(192): 6.4    

H(212): 15.7 H(205): 9.8    

H(213): 2.3 H(207): 9.2    

H(215): 18.0 H(209): 11.4    

H(216): 3.8 H(210): 11.3    

H(218): 0.6 H(212): 17.5    

H(219): 4.7 H(213): 4.5    
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Table S9. DFT 1H NMR calculations of different water loadings on Site 1. 

Water/BAS  Δ ppm 1H 

0 H(58): 3.7 

1 

H(58): 13.6 

H(206): 4.9 

H(207): 2.4 

2 

H(58): 16.7 

H(206): 5.9 

H(207): 16.9 

H(215): 8.2 

H(216): 3.5 

3 

H(58): 7.5 

H(206): 4.3 

H(207): 17.2 

H(215): 3.5 

H(216): 0.8 

H(221): 14.8 

H(222): 5.0 

4 

H(58): 5.2 

H(206): 4.1 

H(207): 11.2 

H(215): 2.0 

H(216): 16.9 

H(221): 12.3 

H(222): 12.6 

H(227): 2.1 

H(228): 7.3 
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Table S10. DFT 1H NMR calculations of hydrated Al3+ clusters. 

Al(H2O)6
3+ Δ ppm Al(H2O)6

3+·12H2O Δ ppm Al(NO3)3·9H2O Δ ppm 

Average 5.5 Average 5.6   

H(11): 5.53 H(10): 9.41 H(1): 11.12 

H(13): 5.52 H(11): 9.41 H(2): 20.18 

H(15): 5.53 H(12): 9.41 H(3): 6.93 

H(17): 5.52 H(13): 9.41 H(4): 2.42 

H(19): 5.52 H(14): 9.41 H(5): 11.77 

H(2): 5.53 H(15): 9.41 H(6): 15.91 

H(3): 5.53 H(16): 9.41 H(7): 5.99 

H(4): 5.52 H(17): 9.41 H(8): 10.04 

H(5): 5.52 H(18): 9.41 H(9): 3.22 

H(6): 5.52 H(19): 9.41 H(10): 9.99 

H(7): 5.53 H(32): 4.38 H(11): 1.33 

H(9): 5.53 H(33): 4.38 H(12): 12.33 

  H(34): 4.38 H(13): 4.73 

  H(35): 4.38 H(14): 5.16 

  H(36): 4.38 H(15): 4.22 

  H(37): 4.38 H(16): 1.42 

  H(38): 4.38 H(17): 3.59 

  H(39): 4.38 H(18): 2.42 

  H(40): 4.38   

  H(41): 4.38   

  H(42): 4.38   

  H(43): 4.38   

  H(44): 2.6   

  H(45): 2.6   

  H(46): 2.6   

  H(47): 2.6   

  H(48): 2.6   

  H(49): 2.6   

  H(50): 2.6   

  H(51): 2.6   

  H(52): 2.6   

  H(53): 2.6   

  H(54): 2.6   

  H(55): 2.6   

  H(8): 9.41   

  H(9): 9.41   
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Figure S26. Geometry optimized structures for H2O molecules bonding with H-ZSM5 clusters. (a) 58T H-ZSM5 

cluster, (b) 58T-1H2O, (c) 58T-2H2O, (d) 58T-3H2O, (e) 58T-4H2O, (f) 58T-5H2O, (g) 58T-6H2O, (h) 58T-7H2O, (i) 

58T-8H2O, (j) 58T-9H2O. 

 

Figure S27.Ethylene glycol temperature calibration results. 
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Figure S28. Ethylene glycol temperature calibration results. 

 

Figure S29. Lead nitrate temperature calibration results. 
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Figure S30. Lead nitrate temperature calibration results.  
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Appendix D: In situ EPR Studies of Methanol oxidation on MoO3/MOx catalysts 

Supported molybdenum catalysts of great use for oxidation chemistry, finding utilization 

in such applications as hydrodesulphurization, propene selective oxidation, acrolein oxidation, 

olefin metathesis, epoxidation, propene hydration, and methanol oxidation. Despites its use and 

the efforts to elucidate uncertainties, there remains a desire to better understand the material 

during catalytic operation. A body of literature is available that examines the effect of loading 

and support on the catalytic activity of molybdenum oxide. Namely, enhanced loadings of Mo on 

the support are shown to increase the TOF and the support impacts the reactivity and selectivity 

of redox chemistry. This loading observation is supported by EPR which demonstrated the 

involvement of only one electron per molybdenum where the authors suggested the need for 

polymolybdenate to complete the redox cycle.362 Representative reactivity results for methanol 

oxidative dehydrogenation (ODH) are shown in Table S11, where the last three rows are similar 

to the materials studied herein. Note that the Al2O3-supported catalyst has a three-fold higher Mo 

loading than the other materials due to the higher monolayer capacity of Mo on Al2O3. As 

shown, the reactivity of supported catalysts follows the order Zr > Ti >> Al.  

To gain an understanding of these materials under reaction conditions, we employed in 

situ Electron Paramagnetic Resonance (EPR) spectroscopy to highlight the effect of the support 

on the reduction of molybdenum centers during methanol ODH and provide information 

regarding the state of the material.  
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Table S11. Reactivity data on molybdenum, supports, and supported molybdenum for methanol oxidative 

dehydrogenation. As reported previously.363 *Subsequent investigation suggests ZrO2-supported Mo shows greater 

activity than TiO2-supported.364 

Catalyst Redox 

TOF 

Selectivity 

MoO3 0.02 FA-0.76, MF-tr, DMM-0.06, DME-0.16, COx-0.02 

ZrO2 - MF-0.86, DME-tr, COx-0.14 

TiO2 - DME-.91, COx-.09  

Al2O3 - DME-1 

5% MoO3/ZrO2 0.51* FA-0.82, MF-0.12, DMM-0.02, DME-0.03, COx-

0.01 

5% MoO3/TiO2 0.58* FA-0.85, MF-0.03, DMM-0.04, DME-0.06, COx-

0.02 

18% 

MoO3/Al2O3 

0.094 FA-0.11, MF-tr, DMM-tr, DME-0.89 

*FA – Formaldehyde, *MF – Methyl formate, *DMM – Dimethoxymethane, DME – 

Dimethylether, COx – Carbon oxides, tr-trace. *Considered for Redox TOF except MF on ZrO2 

materials 

Continuous Wave Electron Paramagnetic Resonance (CW-EPR) X-band (9.30 GHz) 

spectra were collected with a Bruker Elexsys 580 EPR spectrometer. The field was modulated at 

100 kHz and a microwave power of 19.9 mW.  The weight percent of molybdenum in the 

reduced state will be calculated using a copper standard at room temperature and correlating that 

to the signal reduction observed at high temperatures (see concluding remarks). The current 

version of this document uses the integrated intensity normalized by mass and molybdenum 

loading. 

Analyzed materials (5.8% MoO3/ZrO2, 17.7% MoO3/Al2O3, and 5.8% MoO3/TiO2) were 

individually placed inside a small tube and held in place by quarts wool. The small tube was 
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inserted into the flow cell (Figure S31) where a larger tube was fitted concentrically over the 

smaller one and secured onto the cell block.  The lower tubing section was placed held in a 

continuous flow variable temperature insert in the EPR resonator. The gas flow profile of the in 

situ cell (shown in blue arrows) allows the desired treatment gas to flow in from the left, down 

the larger tube where it is preheated, and up through the smaller tube in the center where 

interaction with the catalyst was possible before being discharged to the exhaust. A bubbler was 

prepared by holding dried methanol in an ice bath and sealing off the flow lines until methanol 

was utilized. 

Approximately 15 mg of material was loaded into the in situ cell. The materials were first 

brought from room temperature to 623 K in 30 K increments under oxidizing environment (10% 

O2/Ar, 30-35 ml/min), with an EPR spectra collected at each temperature step. At 623 K, the 

temperature was held constant for one hour while the spectrometer collected one spectrum ever 

83s. At the end of pretreatment, the temperature was reduced to 503 K and the sample signal was 

allowed to equilibrate. The bubbler was then quickly installed, allowing methanol exposure to 

the sample. Signal changes were instantaneous and the reaction was monitored until it no further 

changes were observed over a period of time. The bubbler was then disconnected (temporarily 

creating a stagnant environment in the cell) before monitoring reoxidation at 503 K. 
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Figure S31. EPR high-temperature flow cell. The gas flow path is depicted by the blue arrows. 

EPR spectra of the three as-received samples are shown in Figure S32. At least three 

unique types of signals are visible in these samples. The first is a tentatively-assigned free radical 

with a g-value of about 2.05 that is clear on all three samples. This species was observed 

previously and attributed to O2
-.365-366 The second signal is only present on ZrO2 at a g-value of 

2.02. This signal has been reported to be related to reduced molybdenum on ZrO2-supported 

catalysts which have not been calcined.367-368 The third signal type is related to Mo(V) on the 

surface at a g-value of around 1.98 for all of the three samples with slight differences across the 

supports (third digit of g-value) and exhibiting an axial powder pattern.369-370 For the Al2O3, at 

least three overlapping signals are present for the as-received samples. These signals are 
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characteristic of octahedral or tetrahedral Mo5+ oxo-complexes on the surface of metal oxides.366 

Another species in this region was reported at g = 1.975 as a solvated Mo species.371 

Previous efforts have described Mo substituted into TiO2 at g-values between 1.79 and 

1.944.365 Signals have also been observed at 1.958, 1.955, and 1.948, depending on the 

coordination environment (Mo5+
6c, Mo5+

4c, and Mo5+
5c, respectively). For alumina, just one 

signal at 1.945 was ascribed to Mo5+
6c.   
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Figure S32. EPR spectra of as-received catalytic materials at 293 K. 

After oxidation at 623 K, the samples were cooled to 503 K. Spectra were acquired 

during this process and prior to methanol introduction. A representative spectrum for each 
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sample is shown in Figure S33. The radical is still present on each sample in small quantities, as 

is the uncalcined Mo(V) feature on ZrO2, though reduced in intensity. The signals for reduced 

Mo(V) are dramatically decreased after initial oxidation. In particular, the signal from ZrO2 is 

nearly absent entirely. The signal from Al2O3-supported Mo(V) contains at least two types of 

signals while that of TiO2 is broader. Compared to the as-received sample, the break points of the 

signal for the Al2O3-supported Mo(V) after oxidation are blurred/broadened likely due to the 

distortion of the Mo5+ sites. 
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Figure S33. In situ EPR data after initial oxidation, prior to methanol introduction at 503 K. 
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The introduction of methanol was accompanied by an instantaneous (given our temporal 

resolution) enhancement of Mo(V) signals for each sample. 
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Figure S34 shows the normalized signal from the steady-state methanol ODH reaction occurring 

during EPR measurements. Titania-supported Mo apparently has the smallest quantity of reduced 

Mo(V) species present at steady state. Both Al2O3 and ZrO2 supports allow for a comparatively 

larger quantity of reduced Mo(V) under reaction conditions and may be broadened by spin-spin 

interactions which is what prevents detection of hyperfine splitting. ZrO2 has at least two signals 

overlapping around g = 1.95. 
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Figure S34. In situ EPR spectra of catalytic materials at steady-state methanol ODH conditions (503 K). 

A plot of Al2O3-supported Mo at each of the presented conditions is available in Figure 

S35. Differences in the negative region show the apparent absence of the side peaks after 

oxidation. Additionally, the positive region appears to shift after oxidative treatment and move 

slightly back during steady-state methanol ODH, indicating that each treatment affects the 

environment around the Mo(V) centers. The initial g-value appears to be 1.97 initially and shifts 

closer to 1.98 upon treatment, which could indicate that Mo(V) was initially solvated under 

hydrated conditions. 
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Figure S35. Comparison of alumina-supported Mo at different treatment conditions, normalized to match intensity 

to highlight differences. 

The steady-state spectra were extracted from the time-resolved sample series shown in 

Figure S36. This stack-plot shows the progression of the catalysts’ EPR signal transformation 

with time. The red lines are the spectra taken prior to methanol introduction. The green lines 

show spectra acquired after methnol was allowed to pass over the catalyst in the oxidizing 

atmosphere. Light blue lines after the green are indicative of a stagnant environment created 

during the disconnection of methanol from the feed line. The dark blue lines were acquired after 

10% O2/Ar was allowed to contact the material (30 sccm) again. 
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In each of the cases, the quantity of Mo(V) dramatically and instantly increased upon 

exposure to the substrate. The signals associated with the radical and ZrO2–based uncalcined 

Mo(V) likewise increased, but not to the extent of the main reduced Mo(V) feature at g = 1.95. 

When steady-state was reached, the feed was sealed off, offering a stagnant environment in the 

catalyst bed while the methanol bubbler was disconnected. During this period, an appreciable 

quantity of Mo(V) was added to the steady-state intensity presumably due to further conversion 

to COx in the absence of flow. The instant the oxidizing environment was resumed, the signal 

from Mo(V) began to decay, indicating reoxidation of the catalyst. The radical species was 

apparently less impacted by the oxidative treatment (see TiO2) and persists for an extended time 

period. 
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Figure S36. Time-resolved in situ EPR results for methanol ODH on a) ZrO2, b) Al2O3, and c) TiO2. The red lines 

indicate the signal prior to methanol introduction. The green lines are during the methanol flow. Light blue lines are 

during stopped flow. Dark blue lines were collected during reoxidation at 503 K. 

 To quantitatively compare the materials, the normalized integrated intensity of the 

Mo(V) signal was plotted as a function of time. The initial period was a flat line at low intensity 

that instantly increased with methanol introduction. Compared to the pre-reaction condition, Zr 

showed this largest increase in reduced species (20 fold). Al showed the next largest 

enhancement by about 9 times the signal intensity. Titania had a relatively small enhancement of 
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only three-fold and also the lowest normalized intensity, following the trend Zr > Al >> Ti (2632 

> 2597 >> 525). After the reaction, the signal decayed, but a single exponential decay function 

failed to accurately describe the oxidation behavior where Zr showed the smallest time constant 

of decay (~194 s) and Al showed the longest (~381 s). The time constant was shown to be 

temperature dependent. Analysis with a double-exponential function will be described based on 

Figure S38. 
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Figure S37. Time-resolved in situ EPR of the integrated, normalized Mo(V) intensity on ZrO2, Al2O3, and TiO2. 

To illustrate the differences in oxidation behavior, the decay sections of the time-resolved 

EPR experiments were plotted together showing the fraction of reduced Mo(V) remaining as a 

function of time. From the results, it is clear that ZrO2-supported materials have a much faster 

oxidation rate than the other two materials. Titania is intermediate and Alumina is the slowest of 

these three samples. Since an exponential decay function failed to accurately represent the 

oxidation rate, a double exponential function with both a long and short decay constant were 

employed. The parameters for the fit are shown in Table S12. The time constants were; 1.9 and 

17.9 mins for Al2O3, 1.0 and 5.2 mins for TiO2, and only 3.1 mins for ZrO2. This further supports 
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the relative ease of oxidation for zirconia-supported Mo at this temperature where Al2O3 

reoxidizes less readily. 
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Figure S38. Integrated intensity of Mo(V) during the oxidation after steady-state analysis represented as the fraction 

of Mo(V) remaining plotted as a function of time. Fitted double exponential functions are shown as dotted lines. 

Table S12. Double-exponential decay fitting parameters. 

 Al2O3 TiO2 ZrO2 

R2 0.99979 0.99995 0.93927 

Y0 0.3031 0.37878 0.1813 

A1 0.36803 0.3413 0.47179 

T1 1.86 min 0.98 min 3.15 min 

A2 0.32909 0.27994 0.398 

T2 17.9 min 5.19 min 3.15 min 
 

In summary, the quantity of reduced Mo(V) during methanol ODH can be monitored in 

situ during EPR analysis. The as-received samples shown small quantities of reduced Mo(V) 

which are oxidized during pretreatment. Upon application of methanol feed, a dramatic and 
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instantaneous enhancement of the Mo(V) signal is observed. TiO2 shows the smallest quantity of 

reduced species and Al2O3 and ZrO2 show similar amounts. Zr had the highest fold increase in 

signal upon reaction initiation. At constant flow, steady-state conditions, Zr had at least two 

Mo(V) signals and Al may have more than one species or could be broadened by spin-spin 

interactions. The high performance of Zr-supported Mo may be explained by the relatively high 

coverage of reduced Mo(V) at steady state (suggesting an easy of reduction) coupled with 

relatively quick reoxidation (via the time constant), indicating that the energy barrier for these 

steps may be smaller. The presence of at least two Mo(V) signals may contribute to these 

favorable attributes. 

The next step in data analysis involves the quantification of detected species. According 

to the Curie law, a Boltzman distribution between spin states is anticipated, barring the existence 

of detrimental relaxation interference, which can be described by Eq. 17. We can estimate the 

number of spins detected by correlating the observed signals with a known reference at variable 

temperature, thereby revealing the specific impact of temperature. 

 

 𝑛𝑢𝑝𝑝𝑒𝑟

𝑛𝑙𝑜𝑤𝑒𝑟
= 𝑒𝑥𝑝 (−

𝐸𝑢𝑝𝑝𝑒𝑟 − 𝐸𝑙𝑜𝑤𝑒𝑟

𝑘𝑇
) 

 

Eq. 17 

 

To validate the absence of relaxation interference, a demonstration of the impact of 

temperature on observed signal was conducted on a sample at two different temperatures. 

Extracted from the test run in Figure S37a, the end of the experiment brought the sample back to 

293K. This change in temperature was accompanied by an increase in the signal intensity 

(representative sketch in Figure S39). At 509 K, the integrated, non-normalized intensity was 
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77360 while at 293 K, it was 1.33 x 105. Comparing this difference (1.72 times the signal at the 

lower temperature) to our predicted spin population distributions at this energy level and these 

temperatures (1.74), we can accurately predict the thermal effect of the signal for Mo(V) species. 

When a reference standard is analyzed at the same spectrometer conditions, the integrated 

intensities can be converted to an absolute quantity of Mo(V) species. 

 

Figure S39. Representative sketch of increasing signal at lower temperatures by Currie's Law.  
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Appendix E: Additional Data for Other Oxide Systems 

Catalytic conversion of liquid phase 2,3, Butanediol on ZSM-5 and AlPO4 

 

The catalytic conversion of 2,3 butanediol to olefins occurs through dehydration steps to 

isobutyrlaldehyde (IBA), 2-butanone (2BO), and but-3-ene-2-ol (3B2OL). The pathways under 

different catalytic conditions are not yet understood, driving a desire to investigate the species 

present, spectroscopically. Such transitions can be monitored in situ as dehydration occurs. 

 

Figure S40. Time-resolved catalytic conversion of 10% 2,3, butanediol, 4% glycerol in D2O on AlPO4 via in situ 1H 

NMR. 

A detailed analysis reveals extensive H-D exchange between D2O and -OH groups in 

butanediol and glycerol which prevents –OH observation. Isobutryladehyde (IBA) is observed a 

high temperatures where 2-butanone and butadiene are also formed. It is speculated that heavy 
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hydration solvates acid site (observed at 3.4 ppm on dry AlPO4), leading to hydronium ion 

formation. The other species present between 3.5 and 4.5 ppm may be related to glycerol or low-

abundance product species. 

 

Figure S41. Time- and temperature -resolved catalytic conversion of 10% 2,3, butanediol, 4% glycerol in D2O on 

AlPO4 via in situ 1H NMR. 

 Under heavily hydrated conditions, the hydrated hydronium ion is extensively mobile. 

The hydronium ion serves as the active site and due to the accelerated mobility and diffusion, no 

CP signal is observed since CP NMR detects surface-adsorbed species and these species are 

heavily mobile. From single-pulse 13C NMR, glycerol and 2-butanone are confirmed in addition 

to those low-abundance species observed by 1H NMR. 
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Figure S42. 13C NMR and 3H-13C CP NMR showing mobile glycerol and butanone. 

 

In situ NMR for H2 activation on Pd/Al2O3 

 

All in situ MAS NMR spectra were collected on a 300 MHz Varian Inova NMR 

spectrometer operating at a 1H Larmor frequency of 299.97 MHz. A sample spinning rate of 

3,600 Hz was employed at the magic angle for the experimental runs in a commercial 7.5 mm 

ceramic probe.  A single-pulse sequence with a pulse width of 7 μs and a recycle delay time of 5 

s were used.  Each NMR spectrum was acquired using an accumulation number of 128 to 256. 

Temperatures were controlled using a commercial variable temperature heating stack externally 

calibrated with an ethylene glycol thermometer. All free indication decays were processed 

without line broadening. The 2% Pd/Al2O3 catalyst employed in the NMR studies was first 

activated at 400°C in a flow reactor for 3 hours. The pretreated material was then sealed and 

transferred to a dry, N2-purged glovebox where it was loaded into an all-ceramic, gas-tight, 7.5 

mm in situ MAS NMR rotor.19, 235 A specially designed loading chamber was used to introduce 

hydrogen gas to match the internal rotor pressure to the desired pressure of the experiment 

without exposure to open atmosphere. 
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The high field peak at -0.2 ppm has been ascribed to OH groups bound to octahedrally-

coordinated Al centers (AlO-OH).372 Lower field shifts have been ascribed to more acidic 

hydroxyl protons. At 2.2 ppm, we observe a broad resonance similar to what has previously been 

ascribed to a combination of AlT-OH, AlT-OH-AlO, AlO-OH-AlO and 3AlO-OH.373 After 

hydrogen treatment at 0 psig, two relatively sharp OH signals (1.5 and 1.3 ppm) intensify and 

emerge from the broad feature. These species are retained after removal of H2 with He purging. 

 

Figure S43.Spectra of 2% Pd/Al2O3 before, during, and after H2 treatment. 

 Treatment of this sample with high pressures of hydrogen stimulate the appearance of 

PdH in the proton NMR spectra. As the temperature increases, the signal associated with the beta 

phase of PdH progressively narrows and migrates to the gaseous hydrogen signal. No alpha 

phase was observed throughout this process, likely due to broad lines and low intensity ad 

significantly shifted frequencies. 
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Figure S44. Spectra of 2% Pd/Al2O3 before, during a temperature ramp under 146 psig of hydrogen. 

 

Ethanol Dehydration over Polyoxometalates 

 

The dehydration of ethanol to olefins represents a potentially attractive method of 

deriving value-added products from renewable carbon sources. To offer a clear understanding of 

the mechanisms and rates for ethanol dehydration, well-defined polyoxometales have been 

studied to reveal the detailed kinetics of such a transition.374 In an effort to explore the 

microkinetic model of such a system, in situ NMR was employed to assess the surface coverages 

of intermediate species during the process. Polyoxometalate materials with different heteroatoms 

(P, Si, Al, and Co) were synthesized and characterized. Two materials were selected due to their 

favorable observation by NMR (Al- and P-based Keggin strucgures). The synthesis of 

H5AlW12O40 was monitored throughout the process. The results indicate that the Al species 

expected throughout the synthesis process were indeed present. Upon supporting the 
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polyoxometalate onto the support, the Keggin structures was retained. Similar observations were 

during the synthesis of H3PW12O40.  

 

Figure S45. 27Al NMR spectra of the synthesis of H5AlW12O40. 

 

Figure S46. 31P MAS NMR confirming the synthesis of supported H3PW12O40. 
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 Partial dehydration of the P-based polyoxometalate resulted in distinct 31P and 1H shifts 

from water interacting with some sites. Additionally, the relaxation rate was severely diminished 

due to the absence of nearby spins stimulating relaxation (17 minute recycle delay). The Al-

polyoxometalate samples exhibits a number of signals depending on the state. The supported, 

hydrated sample shows a peak around 6 ppm from water interacting with acid sites. A peak at 3.9 

ppm arises from water interacting with the silica surface. Dehydrated, only peaks around 3.7, 1.8, 

and 0.9 ppm are present. The peak at 1.8 ppm and downfield are ascribed to silanols. 

Unsupported, the H5AlW12O40 features a single broad resonance at 10 ppm when dehydrated, 

corresponding to acid sites. These readily interact with water when hydrated and shift to 8.2 

ppm. The progressive addition of water to the supported material reveals that water may solvate 

acid protons, which are initially invisible, potentially due to slow relaxation or dipolar 

interactions. This is evidenced by a high field water signal that migrates to the bulk water 

position with increased loading. Acid protons show preference to interacting with water, 

followed by silanols, which may migrate, in part, to 1.1 ppm. The 4 ppm peak is not an acid 

proton, or at least not exposed and available to interact with water. Modulation of the recycle 

delay demonstrates that the lack of proton observation is not due to relaxation effects, but may be 

related to strong dipolar interactions. 
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Figure S47. 31P and 1H MAS NMR of partially dehydrated H3PW12O40. 

. 

 

Figure S48. 1H MAS NMR of hydrated and dehydrated H5AlW12O40 and the support. 
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Figure S49. Progressive water addition to supported H5AlW12O40 after equilibration at 100ᵒC and returning to RT. 
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Figure S50. 1H MAS NMR spectra of H5AlW12O40 with extended relaxation delay times. 

 

The impact of reactivity on the heteroatom of the kegging structures was also 

investigated. While slight modulations were observed for the process, especially with regards to 

broader features at elevated temperatures, no significant new peaks were observed. Such 

broadening may arise from reduced symmetry when the outer shell is coordinated to ethanol or a 

reactive intermediate. 
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Figure S51. 10% H3PW12O40/SiO2 after in situ heating of 3.1 mg ethanol. 

 A key intermediate in the ethanol dehydration scheme is the ethoxy species. To 

understand the resonance position of this species on solid-acid catalyst, ethylene was applied to 

the rotor and allowed to take an equilibrium with surface ethoxy species. The resulting NMR 

revealed a broad 85 ppm resonance for H5AlW12O40 and a 78 ppm signal for H-ZSM5, enabling 

a clear assignment of this species. 
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Figure S52. 1H-13C CP MAS NMR spectra of ethylene adsorbed on H5AlW12O40 (top) and H-ZSM-5 (bottom). 

 Ethanol was introduced to the sealed rotor system and the temperature was increased to 

allow for the alcohol to react. At low temperatures, ethanol is observable at 58 ppm. Higher 

temperatures stimulate the development of ether at 66 ppm and ethylene at 120 ppm. Further 

oligomerization products are visible at ~15 ppm. 
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Figure S53. 13C MAS NMR of supported H5AlW12O40 with 2.2 mg ethanol as a function of temperature. 

 

Figure S54 Comparison of. 13C (left) and cross-polarization (right) MAS NMR of 97.7 mg of supported H3PW12O40 

with 2.3 mg ethanol as a function of temperature. 
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Due to the batch-like nature of the MAS rotor, limitations on EtOH pressure prevent 

EtOH pressures below 30 kPa with the original setup. 100-680 kPa probed in the first set of data. 

A follow up that employed the specially-design loading chamber extended these pressures to 

those relevant to the kinetic model. The 1H-13C CP experiment used to suppress mobile species 

and enhance signal of bound intermediates. Though not quantitative without extensive 

calibration, pulse parameters were retained to allow for semi-quantitative analysis. Based on the 

microkinetic model a decrease in monomer and ethoxy, and an increase in dimer and monomer-

ethoxy is expected over this pressure range. The experiments were conducted by an initial 

increase of temperature to 71°C for 30 minutes to encourage equilibration. The sample was then 

quickly heated to 130°C and scan until products were just visible (~1 hour). Afterwards, the 

temperature was lowered to 25°C for enhanced resolution and to prevent further reaction during 

acquisition. The state of the sample at high temperature and low temperature were compared to 

illustrate the validity of this approach. 

 

Figure S55. 1H-13C CP MAS NMR of ethanol dehydration on supported H5AlW12O40 during high temperature 

treatment, during cooling, and at room temperature. 
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 This experiment was conducted over a series of ethanol pressures (added by micro 

syringe). The results revealed a dynamic range of species signal intensities over the pressure 

range. Monomers, dimers, diethyl ether ethoxy, and ethylene were observed and quantified. The 

results show that the ethoxy and ethylene signals decrease with EtOH pressure from 100 to 700 

kPa. DEE and dimer signals are invariant to pressure from 100 to 700 kPa, however, the 

monomer signal increases slightly with EtOH pressure from 100 to 700 kPa. These results are 

not fully consistent with what is expected, however, signal overlap between monomer-ethoxy 

and ethoxy, etc. makes this determination more challenging. Further the pressures far exceed 

those of the microkinetic model, making it highly desirable to examine this behavior under 

conditions relevant to the kinetic study. A further drawback to this analysis is the uncontrolled 

level of conversion and lack of insight provided for these species as a function of conversion. 

This will be rectified in a future iteration of the work. 

 

Figure S56. 1H-13C CP MAS NMR of ethanol dehydration on supported H5AlW12O40 at different ethanol pressures. 
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Figure S57. Representative 1H-13C CP MAS NMR of ethanol dehydration on supported H5AlW12O40. 

 

 

Figure S58. Normalized species intensities as a function of ethanol pressure in the rotor. 

 The assignment of these species are further supported by DFT-based calculations of the 

chemical shift. A model of H3PW12O40  was constructed and the various surface species were 

introduced. Geometries were optimized with GGA: PW91 at the TZ2P, with Scalar ZORA 

relativistic effects considered. 
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Figure S59.DFT-optimized structures of various proposed intermediates for ethanol dehydration on 

polyoxometalates. 

To circumvent the aforementioned issues, the custom loading chamber was used to 

control the ethanol pressure at lower levels. Adsorption of the ethanol occurred until equilibrium 

was reached (monitored by NMR) at 60ᵒC between the gas stream and adsorbed ethanol. The 

resulting sample was then reacted for periods of time and probed accordingly. Both single pulse 

and cross polarization were used, the CP to monitor the surface species and the SP to monitor the 

overall conversion. Though preliminary, there is an apparent increase in ethoxy signal at lower 

pressures, consistent with the predicted sum of ethoxy and monomer-ethoxy species from the 

microkinetic model. Further analysis of all collected spectra is ongoing. 
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Table S13. DFT-derived chemical shifts of various proposed intermediates for ethanol dehydration on 

polyoxometalates. 

1-13C Chemical 

Shifts 

Calculated Experimental 

TMS -4.30 ppm 0 ppm 

Ethanol 62.42 ppm 64.4 ppm 

Benzene 130.63 ppm 128.5 ppm 

Ads. DEE 76.29 ppm ~66.2 ppm 

Ads. EY 132.60 ppm 122.0 ppm 

Monomer 66.91 ppm 59 ppm 

Dimer 68.46 ppm 60 ppm 

Ethoxide 88.99 ppm 84.5 ppm 

Ethoxide Alt. 89.82 ppm - 

Ethoxide-Monomer 92.83, 63.95 - 

 

Figure S60. Comparison of ethoxy species CP MAS NMR signal as a function of conversion at different pressures 

compared to theoretically-derived trends of ethoxy coverage at different ethanol pressures. 
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Figure S61. Ketone-driven deactivation of cyclohexanol dehydration on TiO2 (001) using ketone doped feedgas 

(triple the cyclohexanone impurity quantity). First-order poisoning rate constant ~0.01/Pa/min, with an ED of 20 

kJ/mol). 

Table S 14. 1,2-propanediol dehydration benchmarking on P25 titania. 

SV (hour-1) X Saldehyde C Balance Rate (mol/mg/min 

x10^7) 

3000 80% 95% 110% 1.721 

7500 46% 98% 88% 3.045 

20000 38% 95% 101% 6.002 

30000 28% 96% 95% 7.429 
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Figure S 62. 1,2-propanediol conversion over time profile illustrating quick deactivation and relatively steady 

performance after half an hour. 

 

Figure S 63. Sample gas chromatogram of 1,2-propanediol dehydration over P25 titania.  
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Appendix F: The Mechanisms of Ethanol to Butenes over Ag/ZrO2/SiO2 by In situ 1H MAS 

NMR 

 

A drive for energy independence and carbon neutrality has resulted in the partial 

replacement of convention fossil fuels by transport biofuels, with bioethanol dominating the 

biofuels industry. Approximately 41 billion liters of bioethanol are manufactured per year with 

an estimated production increase on the order of 1-4% through 2026. This rapid growth, 

combined with transportation market saturation “blend wall”, makes favorable the use of 

bioethanol as an economically attractive and renewable feedstock to produce bulk chemicals and 

fuels not derived from oil. A number of important bulk compounds such as hydrogen, ethylene, 

aldehydes, olefins, higher alcohols, ethers, ketones, and acetates can be generated from ethanol 

over mixed metal oxide catalysts.375 C4 olefins, in particular, are high-value products available 

from bioethanol upgrading: butadiene is one of the most important building blocks for the 

production of commercial polymers and polymer intermediates and butenes (1-butene, trans-2-

butene, cis-2-butene, and isobutene) can be oligomerized to diesel/jet range hydrocarbons.  

A 4% Ag/4% ZrO2/SBA-16 catalyst has been formulated that exhibits the highest 

reported volumetric productivity in the ethanol to butadiene (ETB) reaction at 99% conversion of 

ethanol with a 70% butadiene yield and 90% yield of total valuable olefins.376 Co-feeding 

hydrogen with ethanol over the same catalyst at elevated pressures (~100 psig) primarily 

converts ethanol to butenes. At 85.2% ethanol conversion, 51.1% selectivity to butenes and 0.4% 

selectivity to butadiene is observed. Butenes are important building blocks for high octane fuels, 

furthering the cause for a renewable fuel feedstock. As ethanol-derived products become 
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increasingly popular, clarification of the reaction pathways to butadiene and butenes will allow 

for the determination of structure-activity relationships necessary to produce industrially relevant 

and cost-efficient catalysts for renewable C4 olefin production. 

The production of butenes has been proposed to stem from a few pathways. It is desirable 

to elucidate which pathway dominates under the reaction conditions, driving further engineering 

of the catalyst for functionality that increases the selectivity to butenes. The first proposed 

pathway proceeds through the direct hydrogenation of crotonaldehyde to n-butanol, followed by 

a subsequent dehydration step to butenes. The second is crotyl alcohol isomerization to butanal 

and either the subsequent reduction to butanol or the deoxygenation of butanal to butenes. 

Finally, butenes may also be produced through the selective hydrogenation of 1,3 butadiene over 

transition metal sites. These three pathways are highlighted in the reaction network illustrated in 

Figure S64. 
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Figure S64. Reaction pathway proposed for ethanol to butenes. 

 

Table S15. Selected reactivity data for ethanol to butenes 

 

 

The effect of H2 dilution on the catalytic performance of this catalyst is presented in 

Table S15. It can be seen that varying the degree of H2 dilution (with N2 balance) modulates the 

C4 olefin product distribution. Over the 4% Ag/4% ZrO2/SBA-16 catalyst at the above reaction 

conditions a maximum selectivity to butenes of 51.1% is achieved at very low concentrations of 
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butadiene and 85.2% conversion of ethanol when 100% H2 gas is co-fed with ethanol over the 

catalyst. The total selectivity to olefins (including ethylene and a small amount of propylene) 

observed without butadiene is 81.1%. Preliminary space velocity studies have suggested that 

butyraldehyde (i.e., butanal) is an intermediate in the reaction pathway to butenes from ethanol, 

but the extent to which this reaction pathway (and the other two possible routes described in the 

relevant literature section) participates in the total formation of product is not known. It is 

evident that furthering fundamental knowledge about active site participation in the ETB 

mechanism will provide insight into the activity of each site when catalyzing the formation of 

butenes. Additionally, it is also of substantial interest to determine the cause of selective 

hydrogenation over this system.  

In situ NMR is a powerful technique that can be applied to investigate reactions 

pathways.377-379 In particular, due to its high sensitivity natural abundance 1H MAS NMR can be 

used to provide great temporal resolution (can be as short as seconds) in studying reaction 

networks as the chemical environment of the system components change.  This summary details 

the investigation of the ethanol to butane reaction by in situ 1H MAS NMR in an attempt to 

better clarify the key reaction pathways and site requirements for efficient conversion.  It should 

be pointed out that the standard constant flow batch reactor cell involves passing fluid/gases over 

the catalyst bed, for our in situ MAS NMR rotor/reactor the reactants are sealed inside the rotor 

and the interaction between the reactants and the catalysts rely on translational diffusion.  

However, the low weight-hourly space velocity (0.23 hr-1) is somewhat comparable to a sealed in 

situ MAS NMR rotor and our ability to tune the catalyst mass can provide some degree of 

control for this difference so that the results from in situ MAS NMR and batch reactor can be 
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compared/related.  One further difference lies in the limitation of the 7.5 mm probe to a 

maximum temperature of 250°C. The flow reactor tests were all conducted at 325°C to overcome 

the barrier for the dehydrogenation of ethanol. To compensate, the most temperature demanding 

step in the dehydrogenation of ethanol is bypassed, instead a mixture of ethanol and 

crotonaldehyde (14 and 2.7 psi, respectively) were fed at a relatively mild 210°C, with the 

balance pressure of hydrogen by taking advantage of the lower temperature needed for 

converting crotonaldehyde.  By studying a subset of the reaction pathway, the reaction 

mechanism can be successfully clarified. 

 

Figure S65. Primary product selectivities with conversion over 4Ag/4ZrO2/SiO2 (325C, 10psig, 24% EtOH in H2). 

Preliminary space velocity studies suggest that at low conversion of ethanol (higher space 

velocities), butenes are produced through the intermediate butyraldehyde from reduction of the 

C=C bond and subsequent deoxygenation to butane, potentially through butanol. At high ethanol 

conversion, butenes appear to be formed via both butyraldehyde and through butadiene 

hydrogenation.  
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All NMR spectra were collected with a 300 MHz Varian Inova NMR spectrometer 

operating at a 1H Larmor frequency of 299.97 MHz.  A sample spinning rate of 4540 Hz was 

employed at the magic angle for the experimental runs in a commercial 7.5 mm ceramic probe.  

A single-pulse sequence with a pulse width of 5 μs and a recycle delay time of 0.5 s were used.  

Each individual in situ MAS NMR spectrum was acquired using an accumulation number of 

128, corresponding to a temporal resolution of 64 seconds. Temperatures were controlled using a 

commercial variable temperature heating stack. The sample temperature was measured across the 

relevant range with an external temperature ramp experiment with ethylene glycol as the 

thermometer.377 All free indication decays were processed without line broadening and the 

Fourier transformed data were baseline subtracted to negate probe background. 

To simulate the reactive environment of the catalyst as closely as possible within the 

magic angle spinning (MAS) NMR rotor, the 4% Ag/4% ZrO2/SiO2 catalyst was first activated at 

450°C under nitrogen flow for 8 hours. The pretreated material was then sealed and transferred 

to a dry, N2-purged glovebox where it was loaded into an all-ceramic, sealable, 7.5 mm outside 

diameter in situ MAS NMR rotor.19, 235 A μl syringe was used to introduce the liquid reactants to 

the system prior to pressurizing. The in situ rotor is gas-tight and can withstand the high pressure 

environment the reaction produces.  A specially designed loading chamber was used to introduce 

the hydrogen to match partial pressures of the reaction experiments (total pressure of 100 psi 

with 14 psi ethanol, 3.7 psi crotonaldehyde, and 82.3 psi hydrogen at 210°C).  In situ 1H MAS 

NMR spectra were collected as the temperature ramped from room temperature (25C) to 210°C 

where the reaction was held until equilibrium was reached.  Supporting experiments for 

identifying the chemical identities of the 1H NMR peaks were conducted under similar 



 

 

322 

conditions with the temperature being ramped from 25C to 210°C. The specific conditions for 

each run are reported in their respective sections as well as Table S16. All reported pressures are 

the constituent partial pressures at 210°C in the sealed NMR rotor. 

Table S16. Experimental conditions of the in situ NMR experimental trials 

Experiment Mcatalyst 

(mg) 

Psubstrate 1 (psi) Psubstratate 2 (psi) PH2 

(psi) 

1. Standard Condition 8.8 14.5 – Ethanol 3.9 – Crotonaldehyde 79 

2. Enhanced Sensitivity 13.2 43.7 – Ethanol 11.4 – Crotonaldehyde 45 

3. Isotopically-labeled 9.7 43.3 – D6 Ethanol 11.6 – Crotonaldehyde 47 

4. Low Space Velocity 23.8 50.8 – Ethanol 13.7 – crotonaldehyde 45 

5. Very Low Space Velocity 112.9 84.3 – Ethanol* 22.6 – crotonaldehyde 49 

6. Inert Atmosphere 9.9 74.6 – Ethanol* 20.0 – crotonaldehyde  

7. Supporting Hydrogen 12.9   81 

8. Supporting 

Butyraldehyde 

10.8 17.2 – 

Butyraldehyde 

 
122 

9. Supporting Butanol 8.9 19.1 – Butanol 
 

84 

10. Supporting Crotyl 

Alcohol 

10.6 29.9 – Crotyl 

Alcohol 

 
78 

11. Supporting Diethyl 

Ether 

11.0 16.8 – Diethyl 

Ether 

 83 

12. Supporting Butadiene 7.2 24.3 – Butadiene  146 

13. Supporting Butene-1 15.3 40.5 – Butene-1  41 

*A new syringe was employed for these two trials. Volumetrically, the pressures of ethanol 

should have been 43.3 and 11.6 psi. 

 To provide a basis for peak identification, 1H chemical shifts were first estimated using 

the ChemNMR software. These predictions were directly compared to the experimental results 

of the NMR experiments and were a reasonable approximation to the experimentally observed 

signals. Many of the predicted values are predicted to overlap with another of other species, 

especially in the CH3 region, but it is important to note that signature features are present at low 

field. For instance, formaldehyde, crotonaldehyde, acetaldehyde, and butyraldehyde are 
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predicted to have shifts of 9.6, 9.68, 9.79, and 9.72 ppm, respectively. These signature signals are 

distant from the vast expanse of signals between 1.5 and 3 ppm. 

Table S17. Predicted 1H NMR chemical shifts of compounds in the ETB pathway 

Compound Structure 1H Predicted 

Ethanol 

 

4.7, 3.59, 1.18 

Acetaldehyde 
 

9.79, 2.2 

3-hydroxybutanal 

 

1.16, 6.77, 3.92,  
2.65, 2.4, 9.72 

Crotonaldehyde 

 

9.68, 6.05, 6.75,  
1.88 

Crotyl alcohol  

5.05, 4.18, 1.63,  
5.67, 5.63 

Butadiene 

 

5.15, 6.31 

Ethylene  5.25 

Diethyl ether 
 

3.48, 1.21 

1-ethoxyethano-1-ol  

4.52, 5.5, 3.88,  
1.39, 1.2 

ethyl acetate 
 

2.04, 4.12, 1.26 

Acetic Acid 

 

2.1, 11.0 

Butan-2-one 

 

2.12, 2.45, 1.06 

Butyraldehyde  

9.72, 2.38, 1.65,  
0.98 

Butanol 

 

4.7, 3.64, 1.5, 1.39, 0.94 

1,2-butanediol 
 

1.23, 4.03, 4.8,  
1.68, 3.9, 4.7 

Propene 

 

1.72, 5.83, 5.0 

Formaldehyde 

 

9.6 

Methanol 
 

3.48, 4.3 

Carbon dioxide 
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Isopropanol 

 

1.21, 4.02, 4.8 

Butene-1 

 

5.0, 5.8, 2.2, 0.78 

Isobutene 
 

1.72, 4.8 

Butene-2 
 

1.63, 5.42 

Hydrogen 
 

  

Hydride 

 

  
 

1. Standard Condition in situ Experiment  

The initial experiment used to explore the reaction network by in situ NMR was 

conducted to closely match the modified experimental conditions of the low velocity flow 

reactor. This experiment employed 8.8 mg of catalyst, an ethanol pressure of 14.5 psi, a 

crotonaldehyde pressure of 3.9 psi, and a hydrogen pressure of 79 psi. The time-resolved plot is 

visible in Figure S66 which shows the conversion of ethanol and crotonaldehyde to a variety of 

signals upfield of the broad hydrogen peak located at about 4 ppm. 
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Figure S66 Time-resolved 1H NMR of ethanol to butenes under the standard reaction condition. 

 The Stack plot visible in Figure S67 shows the evolution of proton signals during the 

temperature ramping step and after reaching the reaction temperature. The initial peaks 

associated with crotonaldehyde, hydrogen, and ethanol clearly demonstrate a decreased intensity 

in favor of new signals. In particular, a sharp peaks around 3.5 and 1.2 ppm are present which 

likely correspond to diethyl ether. A few prominent peaks emerged at the reaction temperature at 

5.7 (and 5.0), 5.3, and 4.8 ppm. These peaks correspond well with the predicted chemical shifts 

for butane-1, butane-2, and isobutene. Upfield, signals are present near the predicted locations of 

their methyl groups (0.8, 1.7, and 2.2 ppm). Given the collected data that under these conditions, 

it is likely that butenes are formed. It should be noted that one reason for such generously 

resolved signals for butenes mid-field is the reduction in intensity from gas-phase hydrogen. Due 

to the overall dramatic decrease in spectral intensity (beyond what is expected from the 

Boltzmann effect) it is likely that the small, molecular hydrogen was leaking out of the rotor 

during this particular run of experiment. This problem is resolved in subsequent experimental 
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runs.  However, due to low intensity H2 peak butenes are clearly observed.  Thus this experiment 

is still a useful experiment.  

 

Figure S67. Stack-plot of spectra collected for ethanol to butenes under the standard reaction condition. 

Unfortunately, transient information and well-resolved peaks were elusive in this 

experiment due to the low abundance of reacting species. Some features are apparently present, 

but obscured by poor signal to noise. The option to increase the repetitions would indeed 

improve signal to noise, but it would have the added side effect of significantly reducing 

temporal resolution. Based on the reactivity tests, enhancing the relative pressures of ethanol and 

crotonaldehyde, but keeping the total pressure constant, should still be representative of the 

reacting system. As such, the loading of these substrates were tripled to improve the intensity of 

the peaks above the noise level, a feat that would require nine times the number of scans.   
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2. Enhanced Sensitivity in situ Experiment 

Due to the poor sensitivity, and thus low time resolution, of the low abundance of 

chemical species in the initial run, the experimental conditions were modified to enhance the 

signal by increasing the alcohol and aldehyde content. This experiment employed 13.2 mg of 

catalyst, an enhanced ethanol pressure of 43.7 psi, a crotonaldehyde pressure of 11.4 psi, and a 

hydrogen pressure of 45 psi, maintaining a total pressure near 100 psi at 210°C. The collected 

spectra as a function of both time and temperature are shown in Figure S68. These data show the 

clear evolution of peak signals over the course of the experiment with much greater resolution 

than collected under dilute conditions. Generally, the graphs show the gradual reduction of 

substrate crotonaldehyde and ethanol in favor of product species. Downfield of 9 ppm shows a 

particularly interesting evolution as cronaldehyde dissipates and at least two new species are 

generated. There are further dramatic and complex changes that occur between 0 and 3 ppm. At 

the end of this experiment, three primary peaks dominate the spectra that correspond to 

unreacted hydrogen, the methylene groups of diethyl ether, and the methyl groups of diethyl 

ether (Figure S69). 
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Figure S68. Stack-plot spectra of the enhanced sensitivity experiment. 

Selected spectra of the thermal progression of the enhanced sensitivity run clearly shows 

the generation of new signals with time. Metal hydrides apparently dominate the high-field 

region around 0.4 ppm, numerous smaller peaks are revealed between 1 and 4 ppm, butenes are 

shown to arise midfield, diethyl ether (a dehydration product of ethanol) becomes prominent, and 

incremental transitions in the lowfield region near crotonaldehyde are revealed. To better 

understand these transitions, each region is considered separately. 
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Figure S69. Selected spectra from the enhanced sensitivity experiment showing the evolution of product signals and 

highlighting the low-field changes occurring. 

Focusing on the downfield region (Figure S70), three peaks corresponding to the protons 

of crotonaldehyde are apparent at 9.4, 7.05, and 6.12 ppm. With temperature, these features 

gradually diminish, generating a peak around 5.6 ppm. More interesting is the evolution of 

signals around 9 ppm. The 9.4 ppm peak corresponding to hydrogen bound to the primary carbon 

apparently shifts downfield with temperature as the chemical environment of these species are 

impacted and the intensity of the species decreases. It is worth mentioning that the secondary and 

tertiary carbon protons from crotonaldehyde, while migrating slightly themselves, are nearly 

dissipated by 189°C, yet the O=CH- carbon signal remains. Section 4. Low Space Velocity in 

situ Experiments demonstrates that this might suggest that this migration is actually a separate 

species at the same location that develops. At approximately 113°C, a side peak appears at 9.3 
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ppm. The features grows to a maximum at 137°C and then dissipates with continued reaction. 

Our reference experiments do not reveal a signal at this chemical shift for the fed compounds. As 

such, the dynamic nature of this constituent leads us to ascribe it to an adsorbed crotonaldehyde-

like species that is apparently related to the further transformation to the feature at 9.7 ppm 

(assigned to butyraldehyde). A second peak at 5.9 follows a very similar evolution and so is 

speculated to also belong to this species. This may indicate the presence of an adsorbed species 

that is deshielded relative to crotonaldehyde and distinct from it. 

 

Figure S70. Expanded low field region of the enhanced signal reaction. 
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To solidify the assignment of butryladehyde, the spectra collected from co-feeding 

butyrlaldehyde with hydrogen were plotted along with a slice from the enhanced signal trial. The 

progressive increase in temperature is included in Figure S71 to justify the slightly differing peak 

position from that at room temperature. When the temperatures are comparable, the chemical 

environment, and thus the peak position of butyraldehyde, is comparable between the two trials. 

To better illustrate this, a single slice of the enhanced sensitivity in situ reaction experiment at 

182°C was directly compared to a similar temperature slice (150°C) from an experiment where 

butyrlaldehyde was fed. It is clear from this graph that the identity of this species is clearly 

butyraldehyde, further evidenced by the secondary, tertiary, and quaternary carbons being 

present in addition to the primary carbon, though some signals overlap with resonances from 

other species in the enhanced sensitivity trial (top). Interestingly, the butyrlaldehyde trial also 

generates a signal around 9.6, strengthening the confidence in assigning this species to an 

adsorbed butrylaldehyde. From the predicted chemical shifts, both acetaldehyde and 3-

hydroxybutanal could also generate peaks at this location. Other signatures from 3-

hydroxybutanal are not observed and there is no evidence to suggest the concomitant evolution 

of other acetaldehyde features upfield. As such, we unambiguously assign this to butyraldehyde 

species. 
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Figure S71. Enhanced signal spectrum (top) plotted with the butyraldehyde test clearly showing a change in the 

butyrlaldehyde environment with temperature. Bottom: Single spectrum of the enhanced signal trial plotted with 

butryaldehyde showing the presence of each peak. 

 At the late stages of the temperature ramping, distinct peaks previously observed at 

during the standard condition experiment revealed themselves at 5.7 (5.1), 5.3, and 4.75. These 

peaks were previously assigned to butenes and retain such an assignment here on the basis of 
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chemical shift and expected reaction products. The formation of these peaks is illustrated in 

Figure S72 and their specific identities and behaviors on the catalyst are revealed in the 

supporting trials. 

 

 

Figure S72. Mid-field region of the enhanced sensitivity experiment at the beginning, middle, and end of the 

reaction. 

 The high field region is much more complex due to the dramatic overlap of peaks 

(validated by the provided chemical shift predictions). While a full description of the dynamic 

behavior in this region would require intensive correlation and analysis, it should be pointed out 

that a number of peaks that may correspond to butane (2.1, 1.7, 1.6, 0.8 ppm) are present in the 
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final temperature scan, providing further evidence of butane formation. Selected spectra from 

across the trial are depicted in Figure S73. 

 

 

Figure S73. Up-field region of the enhanced signal in situ NMR trial. 

3. Isotopically-labeled in situ Experiment 

To gain fundamental insight on the pathways associated with ethanol to butane 

conversion that could not be observed under a standard condition, an experiment was conducted 

in which labeled ethanol was co-fed with natural abundance hydrogen and crotonaldehyde. This 

experiment employed 9.7 mg of catalyst, an enhanced D6-ethanol pressure of 43.3 psi, a 

crotonaldehyde pressure of 11.6 psi, and a hydrogen pressure of 47 psi. The evolution of the 

crotonaldehyde signals is apparently similar to the enhanced loading trial. The most obvious 

difference is that diethyl ether, a dehydration product of ethanol, is not visible by proton NMR 

due to the ethanol being labeled. This is obvious from the stack plots presented in Figure S74.  
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Figure S74. Isotopically labeled ethanol trial stack plot. 

A major difference between the deuterated ethanol experiments and those conducted at 

the enhanced constituent pressure is the evolution of signals around 9 ppm. Though the signature 

peak from butyraldehyde was present in the trials employing natural abundance ethanol, this 

feature is apparently not present in the deuterated trial. This is highlighted in the temperature 

ramp spectra displayed in Figure S75. A side by side comparison of the two experiments is 

presented in Figure S76. This clearly illustrates the contrast between these two experiments and 

strongly suggests that the O=CH- proton on butyraldehyde is related to a proton from ethanol. 
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When considering the evolution of the crotonaldehyde signal in the enhanced sensitivity trial, the 

highest temperature region resulted in a peak deshielded from room temperature crotonaldehyde. 

This was speculatd to be related to an adsorbed species. This claim is further supported by Figure 

S77, which shows a very minor change in the crotonaldhyde signal and suggests and entirely 

new species at the maximum temperature. In looking at the 210°C temperature points from the 

two trials, it is possible that peaks ascribed to butenes are still present in the deuterated trial.  

 

Figure S75. Representative spectra of deuterated ethanol used in the in situ NMR trials. The region near 

butyraldehyde is enhanced for clarity. 
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Figure S76. Comparative experiments with deuterated and natural abundance ethanol. 

 

Figure S77. Expanded deuterated ethanol trial demonstrating the crotonaldehyde reaction evolution. 
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assignments, supporting experiments were conducted by introducing key intermediates to the 

12 10 8 6 4 2 0 -2

29°C

182°C

PPM

Nat. Abundance

Dueterated

210°C

12 10 8 6 4 2 0 -2

12 10 8 6

PPM

 210°C

 210°C

 210°C

 210°C

 208°C

 202°C

 195°C

 189°C

 182°C

 173°C

 161°C

 149°C

 137°C

 125°C

 113°C

 101°C

 89°C

 77°C

 65°C

 53°C

 40°C

 29°C

9.4



 

 

338 

catalyst under a hydrogen atmosphere and observing their interaction at room and reaction 

temperatures. Their conversions were monitored by in situ 1H MAS NMR in case these could 

provide insight on the evolutions taking place in the ethanol to butenes reaction. Their results are 

presented farther below in the additional experiment sections. 

4. Low Space Velocity in situ Experiment 

Space velocity has been shown to have a notable effect on the conversion and product 

distribution. To simulate the impact of space velocity, the mass of the catalyst was altered to 

simulate a longer contact time. This experiment employed approximately double the mass at 23.8 

mg of catalyst, an enhanced ethanol pressure of 50.8 psi, a crotonaldehyde pressure of 13.7 psi, 

and a hydrogen pressure of 47 psi, maintaining a total pressure near 110 psi at 210°C. 

Upon initial observation, the evolution of signals when the catalyst quantity is doubled 

appears similar to the previous trial natural abundance trial. Crotonaldehyde and ethanol are 

consumed in preference of butane, diethyl ether, and many high field signals as shown in Figure 

S78. Some important and striking differences are observed, however. Namely, the features above 

9 ppm shown a decrease in crotonaldehyde around 9.5 ppm as the adsorbed intermediate forms at 

9.36 ppm around 100ᵒC (with the accompanying peak at 5.9 ppm). However, as this peak 

narrows and shifts, possibly forming a separate species at the same position, low-field 

butyraldehyde signals are never observed, suggesting an alternate pathway may facilitate final 

product conversion. Notably, when examining signals in the mid-field region, a quintet and a 

doublet are observed at 6.2 and 5 ppm, respectively. These signals match exactly those observed 

for butadiene in the butadiene trial (see supporting experiments). When the space velocity is 

enhanced, this is apparently the preferred pathway to conversion to butane-1 (5.75, 4.85, 1.95, 
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and 0.92 ppm), butane-2 (5.35 and 1.48 ppm), and isobutene (4.75, and 1.48 ppm). Hydride 

species are also observed in this case. 

 

Figure S78. Waterfall time-lapsed plot of the double catalyst loading to simulate low space velocity. 
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Figure S79. Stack plot of the double catalyst trial to simulate lower space velocity. 

5. Very Low Space Velocity in situ Experiment 

In an attempt to dramatically demonstrate the effect of space velocity, time times the 

catalyst amount was used. This experiment employed 112.9 mg of catalyst, an enhanced ethanol 

pressure of 84.3 psi, a crotonaldehyde pressure of 22.6 psi, and a hydrogen pressure of 49 psi, 

maintaining a total pressure near 156 psi at 210°C. It should be noted that the high ethanol and 

crotonaldehyde pressures were determined on a mass basis since there was a discrepancy 

between the amount added between volumetric and mass-determination methods. 

Again, crotonaldehyde and ethanol convert in favor of what are likely butenes (5.5, 5.25 

and 5 ppm), possibly butadiene (5 ppm), and diethyl ether (3.6 ppm). This trial shows the clear 

formation of butanal (9.75 ppm) at moderate temperatures, but many of the fine features are not 
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observed, such as the adsorbed crotonaldehyde-like intermediate. Furthermore, product peaks 

appear to be broader than in previous runs, obfuscating full confidence in the assignments. It is 

apparent that the pressures of ethanol and crotonaldehyde in this run were higher than in 

previous by looking at the peak intensities relative to that of hydrogen. Further, at the end of the 

experimental run, the selectivity to diethyl ether was much lower than in previous runs and much 

of the ethanol remained despite the favorability for bi-molecular dehydration.  These spectral 

differences are due to the changing reactivity at the elevated pressure and catalyst quantity. 

 

Figure S80. Waterfall plot of ETB over a very high quantity of catalyst (100 mg). 
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Figure S81. Stack-plot of ETB over a very high quantity of catalyst (100 mg). 

6. Inert Atmosphere in situ Experiment 

Hydrogen allows the reaction to proceed to butenes. In the absence of this reactant, the 

production of butadiene is favored. To confirm this spectroscopically, hydrogen was replaced 

with helium. This experiment employed 9.9 mg of catalyst, an enhanced ethanol pressure of 74.6 

psi, a crotonaldehyde pressure of 20.0 psi, and a helium pressure of 45 psi, maintaining a total 

pressure near 140 psi at 210°C. It should be noted that the high ethanol and crotonaldehyde 

pressures were determined on a mass basis since there was a discrepancy between the amount 

added between volumetric and mass-determined methods. 
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This trial again showed nice conversion of crotonaldehyde and ethanol. Unlike previous trials 

where the broad hydrogen peak obscured the alcohol group in ethanol, C2H5-OH is clearly 

visible at 5 ppm and decreases as ethanol is converted. Similar to previous runs, diethyl ether is a 

major product during the initial temperature incline. The low field region shows the decline in 

signal from crotonaldehyde (9.62 ppm) while the species assigned to an adsorbed 

crotonaldehyde-like intermediate arises (9.35 and 5.9 ppm) before decreasing again. As the 

temperature increases, the narrow peak on top of crotonaldehyde (9.6 ppm) becomes apparent 

and decreases. Unlike the hydrogen-filled analog, the peak assigned butanal is not present, 

confirming that gaseous hydrogen is required to complete this step. Notably, there is no 

indication that butenes are formed, as expected due to the lack of hydrogenation substrate. 

Instead, butadiene appears to be the final C4 product (6.2 and 4.85 ppm). A doublet peak also 

appears at 5 ppm that is left unassigned. Hydrides are apparently formed in this cases as well, 

suggesting that ethanol may play a role in their formation. 

 

Figure S82. Time-lapsed waterfall plot of ethanol to butadiene in inert He. 
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Figure S83. Stack-plot of ethanol to butadiene in inert He. 

 

Conclusions and Direction 

Based upon the analysis of this body of data, three primary conclusions can be reached 

regarding the pathway for butane formation. They are: 1) butyraldehyde represents an important 

pathway intermediate in the formation of butenes from ethanol. 2) The protonation step in the 

formation of butryladehyde requires the presence of ethanol and abstraction of the protons from 

ethanol in the formation of butyladehyde and subsequent formation of butane is a requirement of 

this pathway. 3) At lower space velocities (double the catalyst amount) the transient formation of 

butadiene is obvious, suggesting butadiene may be a dominant pathway to butenes. At ~10 times 
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the catalyst amount and higher pressures, this is not observed and butanal is apparently a 

dominant pathway. 4) In the absence of hydrogen, the crontaldehyde-like intermediate is still 

present, but butanal is never formed. Butadiene is an apparent product. 5) Two distinct types of 

hydride species can be observed during the experiments, likely associated with Zr or possibly 

Ag. Interestingly, hydrides are also apparently formed in the trial with He as the balance gas. 

To enhance the understanding of this collected data as well as dig deeper into the 

requirements of thermochemical conversion, the following future studies are suggested: 

a) Confirm the identity of each hydride species by analyzing their formation on Ag/SiO2 

and ZrO2/SiO2. It should be noted that Ag may be the active site responsible for H-H 

activation, but the stable hydride species rests on a Zr site. These experiments should help 

clarify that potential pathway as well. 

b) 13C labeling studies to confirm the dominant pathways to butadiene from ethanol 

 

 

7. Supporting Trial with Hydrogen 

The most rudimentary trail was to confirm any peaks associated with the catalyst 

material, hydrogen, and any interaction the two constituents might have. This experiment 

employed 12.9 mg of catalyst and a hydrogen pressure of 81 psi. At the initial time period 

depicted in Figure S84, two clear peaks were revealed; a broad resonance at 4.4 and a smaller 

one at 1.85 ppm. These two features are ascribed to hydrogen gas pressurized within the rotor 

and silanol groups, respectively. Over time, the silanol peak approximately maintains the original 

intensity, but apparently broadens slightly at increased temperatures. The hydrogen peak appears 

to decrease in intensity slightly, but this magnitude can be attributed to the Boltzmann effect. 

Additionally, new resonances develop upfield of these signals at approximately 0.4 ppm.  
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Figure S84. Time-resolved 1H NMR of hydrogen interacting with the catalyst surface during temperature elevation. 

Analyzing the stack plots of this experiment, the evolution of these high field signals is 

more apparent. Initially, the room temperature experiment offers a broad signal that gradually 

grows with temperature. The species becomes definitive around 70°C and continues to evolve at 

higher temperatures. Clear peak from this signal is visible at 0.43 ppm. A shoulder appears to be 

present around 0.18 ppm, approximately the same resonance as the narrow peak observed in 

previous experimental runs. Based on the limited available interactions that could be taking 

place, the thermally-instigated activation of the H-H bond on hydrogen is anticipated to result in 

the formation of metal hydride species that we observe at 0.43 and 0.18 ppm. The specific 

pathway of this activation and the identity are unknown, but these likely correlate to Ag-H or Zr-

H species. Based on literature precedent, Zr-H is the anticipated identity, which may provide 

more than one type of stable hydride species. Contrasting to previous experiments, the upfield 

hydride peak is poorly defined for the hydrogen-only experiment. 
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Figure S85. Stack plot 1H NMR of hydrogen interacting with the catalyst surface during temperature elevation (left) 

and the expanded hydride region (right). 

8. Supporting Trial with Butyraldehyde 

An important trail was to confirm the experimental peak positions associated with 

butyraldehyde (butanal) and its thermochemical conversion. This experiment employed 10.8 mg 

of catalyst, a butyraldehyde pressure of 17.2 psi, and a hydrogen pressure of 122 psi.  Based 

upon the depicted resonances in the following figures, the signatures of butyraldehyde are 

located at 9.67, 2.42, 1.65, and 0.93 ppm. The chemical environment of butyraldehyde is 

apparently disturbed as the temperature is increased, causing slight shifts in the NMR peaks. In 

analyzing the thermochemical transformation of this species co-fed with hydrogen, new peaks 

evolve, some of which correspond well with butanol such as the 1.52, 1.38 ppm dual peak 

feature (see the butanol trial). No peak at 3.64 ppm is clearly visible, but this week was also 

covered by hydrogen in the butanol experiment. The methyl group at 0.9 ppm is common 

between the two compounds. Careful analysis of the final scans of the butyraldehyde experiment 

may reveal small peaks associated with butenes, but the intensity is too low to provide 

confidence in this statement so it will be maintained as a possibility. 
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Figure S86. Time-resolved 1H NMR of butyraldehyde and hydrogen interacting with the surface during temperature 

elevation. 

 

Figure S87. Stack-plot of butyraldehyde on Ag/Zr/SBA-16 during in situ NMR experiments. 
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Figure S88. Selected spectra in the upfield region of the butyraldehyde in situ experiment. 

9. Supporting Trial with Butanol 

Butanol is another important intermediate for which the experimental peak positions and 

associated thermochemical conversion were monitored. This experiment employed 8.9 mg of 

catalyst, a butanol pressure of 19.1 psi, and a hydrogen pressure of 84 psi. Initially, peaks 

associated with hydrogen (4.35 ppm) and butanol (3.64, 1.52, 1.38, and 0.9 ppm) are the only 

observed resonances. As the temperature is increased, new species are formed at the expense of 

butanol intensity. As similar to the other experimental trials, hydride species arise near 0.4 ppm. 

However, new resonances (3.4, 1.7, 1.4, 1, and 0.8) are generated at elevated temperatures. No 

obvious features arise in the downfield of hydrogen that would solidify an assignment to the 

dehydrogenation to butyraldehyde or dehydration to butane. 
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Figure S89. Time-resolved evolution of signals from the butanol trial. 

 

Figure S90. Stack-plot of the butanol in situ NMR trial. 

12 10 8 6 4 2 0 -2

PPM

 240°C

 240°C

 240°C

 240°C

 240°C

 240°C

 240°C

 240°C

 240°C

 238°C

 229°C

 217°C

 204°C

 189°C

 167°C

 160°C

 145°C

 130°C

 117°C

 102°C

 87°C

 75°C

 63°C

 49°C

 34°C

4.35

H2

3.64

Butanol -C1H2-

1.52 Butanol

1.38 Butanol

0.9 Butanol



 

 

351 

 

Figure S91. Selected spectral from the upfield region of the in situ NMR trial with butanol. 

10. Supporting Trial with Crotyl Alcohol 

Crotyl alcohol was also tested to determine the experimental peak positions and 

associated thermochemical conversion. This experiment employed 10.6 mg of catalyst, a crotyl 

alcohol pressure of 29.9 psi, and a hydrogen pressure of 78 psi. This experiment initiated with 

signals at 5.67, 4.9, and 1.7 ascribed to crotyl alcohol. Additional peaks from the compound are 

apparently obscured by the hydrogen resonance. As the temperature was increased, a wide array 

of new signals evolved. No signature peaks from either butadiene (6.3 ppm) or butyraldehyde 

(9.7 ppm) were observed, but peaks assigned to butenes are present (5.7, 1.9, 0.8 and 5.25, 1.6). 

Numerous additional peaks are also observed that are left unassigned. This trial confirms that 

crotyl alcohol alone can be converted to butane, but the pathway allowing this transformation is 

ambiguous under these conditions. 
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Figure S92. Time-resolved in situ NMR of crotyl alchol conversion. 

 

Figure S93. Stack-plot of the crotyl alcohol in situ NMR trial. 
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Figure S94. Zoomed in upfield region of the crotyl alcohol in situ 1H NMR spectra. 

11. Supporting Trial with Diethyl Ether 

This experiment employed 11.0 mg of catalyst, a diethyl ether pressure of 16.8 psi and a 

hydrogen pressure of 83 psi, maintaining a total pressure near 100 psi at 210°C. The spectra 

provide confidence in the assignments of diethyl ether and highlight the distribution between 

adsorbed and gas phase species as a function of temperature for this catalyst. 
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Figure S95. Stack-plot of the diethyl ether in situ NMR trial. 

 

Figure S96. Zoomed in upfield region of the diethyl ether in situ 1H NMR spectra. 
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12. Supporting Trial with Butadiene 

This experiment employed 7.2 mg of catalyst, a butadiene pressure of 24.3 psi, and a 

hydrogen pressure of 146 psi, maintaining a total pressure near 170 psi at 210°C. These results 

provide a confident assignment of the locations of adsorbed and gas phase butadiene as well as 

the butenes that arise from hydrogenation of the butadiene. 

 

Figure S97. Stack plot of butadiene conversion with hydrogen. 
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temperature was elevated. The specific spectral assignments are detailed in the figure where the 

subscript refers to the isomer. 

 

Figure S98. Time-lapsed waterfall plot of 1-butene isomerization. 
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Figure S99. Stacked-plot of the 1-butene in situ 1H NMR spectra. 
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Appendix G: Second-Order Quadrupolar Energy Perturbations 

From the expanded energy term: 

𝐸(2) = − (
𝑒2𝑞𝑄

4𝐼(2𝐼 − 1)
)

2
𝑚

𝑣0
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1

5
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+
1

28
(8𝐼(𝐼 + 1) − 12𝑚2 − 3)((𝜂2 − 3)(3𝑐𝑜𝑠2𝜃 − 1) + 6𝜂2𝑠𝑖𝑛2𝜃𝑐𝑜𝑠2𝜑)

+
1

8
(18𝐼(𝐼 + 1) − 34𝑚2 − 5) (

1

140
(18 + 𝜂2)(35𝑐𝑜𝑠4𝜃 − 30𝑐𝑜𝑠2𝜃 + 3)

+
3

7
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1

4
𝜂2𝑠𝑖𝑛4𝜃𝑐𝑜𝑠4𝜑)] 

Assuming axial symmetry (η=0): 
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Then: 

𝐸(2) = 𝑃[𝐴 + 𝐵(3𝑐𝑜𝑠2𝜃 − 1) + 𝐶(35𝑐𝑜𝑠4𝜃 − 30𝑐𝑜𝑠2𝜃 + 3)] 

𝐸(2) = 𝑃 [𝐴 + 3𝐵 (𝑐𝑜𝑠2𝜃 − 1 +
2

3
) + 𝐶(35𝑐𝑜𝑠4𝜃 − 30𝑐𝑜𝑠2𝜃 + 3)] 

Since: 

𝑐𝑜𝑠2𝜃 = 1 − 𝑠𝑖𝑛2𝜃 

𝑐𝑜𝑠4𝜃 =
3 + 4𝑐𝑜𝑠(2𝜃) + 𝑐𝑜𝑠(4𝜃)

8
 

The energy becomes: 

𝐸(2) = 𝑃 [𝐴 − 3𝐵 (𝑠𝑖𝑛2𝜃 +
2

3
) + 𝐶 (35 [

3 − 4𝑐𝑜𝑠2𝜃 + 𝑐𝑜𝑠4𝜃

8
+ 𝑐𝑜𝑠2𝜃] − 30𝑐𝑜𝑠2𝜃 + 3)] 

Taking: 

𝑠𝑖𝑛4𝜃 =
3 − 4𝑐𝑜𝑠2𝜃 + 𝑐𝑜𝑠4𝜃

8
 

𝐸(2) = 𝑃 [𝐴 − 3𝐵 (𝑠𝑖𝑛2𝜃 +
2

3
) + 𝐶(35𝑠𝑖𝑛4𝜃 + 35𝑐𝑜𝑠2𝜃 − 35𝑠𝑖𝑛2𝜃 − 30𝑐𝑜𝑠2𝜃 + 3)] 

𝐸(2) = 𝑃 [𝐴 − 3𝐵 (𝑠𝑖𝑛2𝜃 +
2

3
) + 𝐶(35𝑠𝑖𝑛4𝜃 + 5𝑐𝑜𝑠2𝜃 − 35𝑠𝑖𝑛2𝜃 + 3)] 

Again, taking: 

𝑐𝑜𝑠2𝜃 = 1 − 𝑠𝑖𝑛2𝜃 

𝐸(2) = 𝑃 [𝐴 − 3𝐵 (𝑠𝑖𝑛2𝜃 +
2

3
) + 𝐶(35𝑠𝑖𝑛4𝜃 + 5 − 5𝑠𝑖𝑛2𝜃 − 35𝑠𝑖𝑛2𝜃 + 3)] 
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𝐸(2) = 𝑃 [𝐴 − 3𝐵 (𝑠𝑖𝑛2𝜃 +
2

3
) + 𝐶(35𝑠𝑖𝑛4𝜃 − 40𝑠𝑖𝑛2𝜃 + 8)] 

Collecting Terms, we arrive at: 

𝐸(2) = 𝑃[𝐴 + 2𝐵 + 35𝐶𝑠𝑖𝑛4𝜃 +  (−3𝐵 − 40𝐶)𝑠𝑖𝑛2𝜃 + 8𝐶] 

Collecting the orientation-independent terms as D: 

𝐷 = 𝐴 + 2𝐵 + 8𝐶 

Expanded, D is: 

𝐷 = −
3

5
(𝐼(𝐼 + 1)) +

9

5
𝑚2 −

3

14
(8𝐼(𝐼 + 1)) +

36

14
𝑚2 +

9

14
+

18

140
(18𝐼(𝐼 + 1)) −

612

140
𝑚2

−
90

140
 

Factoring the terms provides 

𝐷 = −
3

5
(𝐼(𝐼 + 1)) −

24

14
(𝐼(𝐼 + 1)) +

324

140
(𝐼(𝐼 + 1)) +

9

5
𝑚2 +

18

7
𝑚2 −

153

35
𝑚2 −

90

140
+

9

14
 

𝐷 = [
−3

5
−

12

7
+

81

35
] 𝐼(𝐼 + 1) + [

9

5
+

18

7
−

153

35
] 𝑚2 −

9

14
+

9

14
 

𝐷 = 0 ∗ 𝐼(𝐼 + 1) + 0 ∗ 𝑚2 + 0 = 0 

Therefore: 

𝐸(2) = 𝑃[35𝐶𝑠𝑖𝑛4𝜃 − (3𝐵 + 40𝐶)𝑠𝑖𝑛2𝜃] 
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Appendix H: Publication – Adsorption and Thermal Decomposition of Electrolytes on 

Nanometer Magnesium Oxide:An in situ 13C MAS NMR Study 

Reprinted with permission from Jian Zhi Hu,*‡ Nicholas R. Jaegers, ‡ Ying Chen, Kee Sung Han, 

Hui Wang, Vijayakumar Murugesan, and Karl Todd Mueller* ACS Applied Materials and 

Interfaces 2019. Copyright 2019 American Chemical Society. 

 

Abstract 

Mg batteries have been proposed as potential alternatives to lithium ion batteries due to 

their lower cost, higher safety, and enhanced charge density.  However, Mg metal readily 

oxidizes when exposed to an oxidizer to form a thin MgO passivation surface layer that blocks 

the transport of Mg2+ across the solid electrode-electrolyte interface (SEI).  In this work, the 

adsorption and thermal decomposition of diglyme (G2) and electrolytes containing Mg(TFSI)2 in 

G2 on 10 nm sized MgO particles are evaluated by a combination of in situ 13C single pulse (SP), 

surface sensitive 1H-13C cross-polarization (CP) MAS NMR, and quantum chemistry 

calculations.  At 180C, neat G2 decomposes on MgO to form surface adsorbed –OCH3 groups 

that are captured as a distinctive peak located at about 50 ppm in the CP/MAS spectrum. At low 

Mg(TFSI)2 salt concentration, the main solvation structure in this electrolyte is solvent-separated 

ion pairs without extensive Mg-TFSI contact ion pairs. G2, likely including a small amount of 

G2 solvated Mg2+, adsorbs onto the MgO surface. At high Mg(TFSI)2 salt concentrations, 
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contact ion pairs between Mg and TFSI are formed extensively in the solution with the first 

solvation shell containing one pair of Mg-TFSI and two G2 molecules and the second solvation 

shell containing up to six G2 molecules, namely, MgTFSI(G2)2(G2)6
+. In the presence of MgO, 

MgTFSI(G2)2(G2)6
+ adsorbs onto the MgO surface. At 180C, the MgO surface stimulates a 

desolvation process converting MgTFSI(G2)2(G2)6
+ to MgTFSI(G2)2

+, and releasing G2 

molecules from the second solvation shell of the MgTFSI(G2)2(G2)6
+ cluster into the solution. 

The MgTFSI(G2)2
+ and MgTFSI(G2)2(G2)6

+ tightly adsorb onto the MgO surface and are 

observed by 1H-13C CP/MAS experiments. The results contained herein show that electrolyte 

composition has a directing role in the species present on the electrode surface, which has 

implications on the structures and constituents of the solid-electrolyte interface on working 

electrodes and can be used to better understand its formation and the failure modes of batteries. 

 

Introduction 

Energy storage represents an important technological field for continued global economic 

advancement. Batteries have long represented a convenient method for chemically storing 

energy, but rapidly increasing energy storage needs have driven extensive efforts to improve 

these materials in size, capacity, service life, and reusability. Rechargeable batteries such as Li-

ion batteries have become a prominent power source for portable electronic device and electric 

vehicles.380-381 However, the demand for improved performance has driven investigations into 

other multivalent cation systems. Mg metal batteries represent an attractive alternative to Li-ion 

technology due to Mg’s marked potential energy density enhancement over Li-ion (3,833 vs 800 

mA h/cc).382 As such, extensive efforts have been made to better understand the interactions 
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between the electrode surfaces and electrolyte to drive the design of new materials with 

improved capacity and stability.383 Repeated cycling introduces microstructure formation at the 

interface between the solid electrode and electrolyte due to migration of ionic species. This 

process often results in battery failure, highlighting the importance of identifying the interactions 

between the electrode surface and electrolyte to provide key understanding to the failure modes 

of Mg battery systems which may be used in the rational design of improved systems. 

The true surface of Mg battery electrodes is complex in nature due to Mg-metal 

interaction with electrolytes and air, where reported evidence has shown that MgO is a major 

constitute in the SEI of the Mg-metal anode in a magnesium battery system containing 

Mg(TFSI)2/glyme electrolytes.384  This is because Mg metal readily oxidizes when exposed to an 

oxidizer, such as air,385 to form a thin MgO surface layer. The presence of an MgO surface phase 

inevitably impacts the electrode surface-solvent/electrolyte interactions, thus affecting the 

performance of a Mg-battery.  Further, the high molecular adsorption capacity of MgO enables 

molecules such as H2O or CO2 to readily adsorb on the MgO surface. These molecules may, in 

turn, block the adsorption sites, preventing electrolytes from interacting with the surface.386-387 

Indeed, it has been shown that the method of preparation affects the adsorption of molecules, 

which can modulate the reactivity for a variety of substrates.388 This strongly suggests that even 

in battery applications the preparation of the cell may result in contrasting surface oxide layers, 

and thus, different performance. 

Though the specific reactivity may differ, MgO surfaces exhibits dehydrogenation 

activity whereby alcohols have been shown to decompose into stable surface conjugate base 

species (methoxide, ethoxide, etc.) and carbonates, which may undergo further reactions with 
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extended-phase molecules or dehydrate in the absence of additional substrate interaction.389-391 

MgO is also effective at breaking C-O bonds such as those of methyl formate and 

dimethoxyethane (DME, glyme, or G1).388, 392 The interactions of G1 with the MgO surface have 

been studied recently using computational modeling 392 due to its use as a solvent in Mg battery 

electrolytes, such as with Magnesium(II) bis(trifluoromethane sulfonyl) imide (Mg(TFSI)2), an 

electrolyte that exhibits high resistivity towards oxidation, high conductivity, and compatibility 

with most cathode materials.393 The most stable decomposition interaction of G1 with the MgO 

surface was predicted by density functional theory (DFT) to result in the cleavage of one C-O 

bond and the exchange of an H atom between two fragments to form methanol and methoxy 

ethane which proceed through a methoxy intermediate and remain adsorbed on the surface. The 

study found that G1 decomposition was kinetically hindered by the surface oxide overlayer.392 

The thermochemical decomposition of solvent materials is an important consideration for 

battery performance. The electrochemical cycling of batteries results in elevated cell 

temperatures (potentially >60ᵒC during discharge, and even much greater locally at the electrode 

surface) 394-395 which may induce electrolyte and/solvent reactivity over the course of numerous 

charge-discharge cycles. Cycling at high external temperatures has been shown to reduce cell 

lifetime as well, providing further need to investigate such interactions under high thermal stress 

conditions.396 In situ nuclear magnetic resonance (NMR) spectroscopy is a technique well-suited 

for probing the interactions between the solid surface and electrolyte materials.8, 235 In this work, 

we employ NMR to study the solvent-surface interactions under in situ conditions of 

significantly elevated temperatures to simulate the adsorption and potential thermal 

decomposition of the solvent and electrolytes on the MgO surface. Specifically, we investigate  
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electrolytes containing Mg(TFSI)2 in diglyme (G2) since G2 is another commonly used solvent 

in Mg-battery applications due to its improved stripping kinetics of Mg0 over glyme (G1 or 

DME).385  

 

Experimental Methods 

Samples:  Electrolytes of 0.1 M and 1.0 Mg(TFSI)2 in G2 were prepared as follows in an argon-

filled glove box: stoichiometric amount of Mg(TFSI)2 (99.5 %, Solvionic, France) was added to 

G2 (99.5%, Sigma-Aldrich) in a 5 mL volumetric flask under stirring at room temperature. 

Mg(TFSI)2 were dried for two days under vacuum at 180°C, and the G2 was dried over activated 

3Å molecular sieves until its moisture content was determined to be below 30 ppm by a Karl-

Fisher Titrator (Metrohm).  Magnesium oxide nanopowder (MgO, 99.9%, 10 nm) was purchased 

from US Research Nanomaterials, Inc. with a size distribution of: 5% <5 nm, 90% ~10 nm, 5% 

>10 nm (with up to 1% as 30-40 nm) and a specific surface area of 85-120 m2/g. 

 

In situ natural abundance magic angle spinning (MAS) NMR spectroscopy.  In situ 1H and 13C 

single pulse (SP) magic angle spinning (MAS) NMR experiments with high power proton 

decoupling were performed on a Varian-Agilent Inova wide-bore 300 MHz NMR spectrometer 

using a 7.5 mm ceramic pencil type MAS probe, operating at a 13C and 1H Larmor frequencies of 

75.430 and 299.969 MHz, respectively.  A customer made 7.5 mm outside diameter (OD) all 

zirconia MAS rotor that was capable of 100% fluid seal under the condition of a combined high 

temperature and high pressure operating environments 379 was employed for in situ MAS NMR 
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investigations.  13C spectra were referenced to tetramethylsilane (TMS at 0 ppm) using 

adamantane as a secondary reference, i.e., with 13C of CH2 at 38.48 (downfield peak).  All 

species, regardless of being adsorbed on the particle surface or in the bulk solution phase, are 

quantitatively detected by the SP experiment provided the recycle delay time (d1) is larger than 

five times the relaxation time when a /2 pulse is used.  By using a smaller tip pulse angle less 

than /2, a reduced recycle delay time can be used for quantitative measurement.  To determine 

the recycle delay time, an array of d1times was collected with /4 pulses, and used to ensure d1 

was sufficiently long for quantitative measurement (e.g. 5s).  

1H-13C cross polarization (CP) MAS NMR was used to identify only those species that 

are adsorbed onto a solid surface since CP/MAS depends on static dipolar interaction between 1H 

and 13C spins.  In bulk solutions, fast and random molecular motions reduce the time averaged 

1H and 13C dipolar interaction to zero, so the species in bulk solution are not detected in the CP 

experiment. In contrast, the interaction of molecules with a solid surface limits the motion of the 

adsorbed molecules to yield a non-zero time averaged 1H-13C dipolar interaction that may be 

sufficiently strong for establishing an effective cross-polarization, making CP/MAS a surface 

sensitive method.  Since the efficiency of a CP experiment depends on many factors such as the 

strength of 1H-13C dipolar interaction and the 1H spin-lattice relaxation in the rotation frame, T1ρ, 

a CP experiment at a fixed contact time is generally not quantitative, but is an excellent method 

for detecting surface species.  A 0.5 s recycle delay time (d1), contact time (ct) time of 2.6 ms, 

and a 1H decoupling field strength of 62.5 kHz were employed to collect these spectra. 
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Methods for loading samples into a sealed MAS NMR rotor.  Prior to 13C SP or 1H-13C CP/MAS 

NMR experiments, the 10 nm MgO powder samples were pretreated in a quartz tube connected 

to a vacuum (10-3 Torr with 20% O2) manifold controlled to low O2 partial pressure and heated 

to either 200 or 550°C for 10 hours.  The valve on the quartz tube was closed and the samples 

were then allowed to cool prior to relocation to a dry nitrogen glove box for packing. The valve 

was opened and a controlled quantity of MgO powder was packed into a sealed NMR rotor. 

Subsequently, a controlled amount of either G2 or G2+ Mg(TFSI)2 was added to the rotor in the 

glovebox, and quickly sealed.  The seal of the rotor was confirmed by comparing the mass prior 

to and after the NMR measurements.  In each case, identical masses were recorded, indicating a 

perfect seal of the MAS rotor during the measurements. 

 

Quantum Chemistry Calculations: Computational modeling of the NMR chemical shifts was 

carried out using the Amsterdam Density Functional (ADF-2014) package.397 Geometries were 

optimized using the generalized gradient approximation (GGA) with Grimme’s third generation 

dispersion correction 398 applied to the Becke-Lee-Yang-Parr 328, 399 functional was employed for 

geometry optimization. All calculations were carried out by using the all-electron TZ2P basis set 

(Triple-ζ, 2-polarization function) with the Slater-type orbitals 400 implemented in the ADF 

program.  13C NMR calculations were performed based on the geometry optimized structures at 

the same level of the theory and with the same basis set to evaluate the chemical shielding for 

each atom.  The calculated 13C chemical shielding for adamantane is 136.08 ppm.  To convert 

the calculated shielding to the experimentally observed scale with reference to adamantane 

(38.48 ppm), the following equation is used, i.e., δobs =136.08 – δcalc + 38.48. 
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Results and Discussions 

Reactivity of solvent G2 on MgO coated with carbonates:  A single and relatively broad peak 

centered at about 167.6 ppm with a half linewidth of 484 Hz (or 6.42 ppm) is observed in the 1H-

13C CP/MAS NMR spectrum of the 10 nm MgO powder pretreated at a temperature of 200C 

(Figure 1a).  This peak is attributed to surface carbonate (CO3
2-), 234 including bicarbonate 

(HCO3
-) and carbonate interacting with Mg, i.e., MgCO3. 

14-15 These carbonate species likely 

originate from CO2‘s interaction with the MgO surface during the commercial MgO sample 

during manufacture (either from decomposition of surface formate species or from ambient air) 

401 that cannot be removed at a pretreatment temperature of 200C. The reactivity of this MgO 

sample with G2 at a reaction temperature of 180C is shown in Figure 1b by the 1H-13C CP/MAS 

spectrum.  In addition to the carbonate peak, there are at least five upfield peaks observed; c.a. 

57.5, 67, 70.65, 72.12, and 78.63 ppm. All three 13C peaks show a minor upfield shift of about 

0.15 ppm when interacting with the material surface.  Based on the pure G2 results, the peaks in 

Fig. 1b can be assigned as MgO surface adsorbed G2:  CH3(57.5ppm)-O-CH2(72.12ppm)-

CH2(70.65ppm)-O-CH2(70.65ppm)-CH2(72.12ppm)-O-CH3 (57.5 ppm), and the MgO surface 

mediated decomposed products, or G2 interacting with surface carbonates, with peaks located at 

78.63 and 67 ppm. Pure G2 inside the zirconia rotor shows no reactivity at 180C (Figure 1c-1d), 

indicating that the stabilized bulk ZrO2 crystal (rotor material) is inert to G2 under our reaction 

condition.  This is evident by comparing the 13C SP spectra prior to and after treating at 180C 

for 1 h (Figure 1c and d).  G2 does adsorb onto the inner surface of the rotor wall and the 
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adsorbed G2 can be captured by 13C CP/MAS (Figure 1e) despite the rather low surface area of 

the rotor, i.e., ×4.5 mm×15 mm=212 mm2. 

 

Figure 1. 13C CP/MAS or SP/MAS spectra acquired at a sample spinning rate of about 3.5 kHz and at room 

temperature (RT).  (a) CP/MAS of pure 10 nm MgO immediately after pretreatment at 200C (MgO200); This 

spectrum was acquired after the mixture was heated to 180C for 1 hour; (a) was acquired with 97872 scans; (b) 

CP/MAS of 2 μl G2 + 66.1 mg MgO200. This spectrum was acquired with 100k scans;  (c-e) Are a sample comprised 

of 25 μl G2: (c) SP spectrum immediately taken after loading into the rotor, 128 scans were collected; (d) SP after 

heating to 180C for 1 hour with 1,748 scans; (e) CP spectrum with 99,052 scans. 

 

Reactivity of solvent G2 on MgO with clean surface:  Pretreatment of the 10 nm MgO powder at 

a temperature of 550C and above effectively removes surface carbonates, generating a clean 

MgO surface, evidenced by the absence of the 167.7 ppm peak in Figure 2. To investigate the 

reactivity of G2 with a clean MgO surface (MgO550), MgO550 was mixed with G2 in a sealed all-

zirconia MAS rotor for NMR measurements. After in situ heating at 180C for 1 hour, 13C SP 

and 1H-13C CP/MAS were acquired and the results are presented in Figure 2. Surface methoxy 
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species (later validated by DFT) in the form of Mg-OCH3, are clearly observed in the 1H-13C 

CP/MAS spectrum (Figure 2a) with its unique peak centered at ~50 ppm. This results from the 

cleavage of the –OCH3 in G2 (CH3O-CH2CH2-O-CH2CH2-OCH3) by MgO at 180C. The 

remaining G2 fragment interacts with the lattice oxygen of MgO surface to form a CH3O-

CH2CH2-O-CH2CH2-O-Mg structure.  The decomposition process is depicted in Figure 3. 

Indeed, the 13C CP/MAS spectrum between 55 and 75 ppm (Figure 2a1) cannot be fit by using 

only three peaks (58.53, 70.84 and 72.426 ppm) as those of SP spectrum (Figure 2b1).  Three 

additional peaks assigned to CH3O-CH2CH2-O-CH2CH2-O-Mg and located at approximately 

56.96, 69 and 72.242 ppm are utilized to generate a good fit. The upfield shift relative to its 

corresponding SP –OCH3 carbon spectral peak is justified by NMR computational modeling 

below.  Note that the cleavage of –OCH3 in DME (G1) has been previously suggested by 

computational modeling studies as a favorite mechanisms for DME decomposition on Mg-metal 

surface.392  
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Figure 2. (a) 13C CP/MAS and SP/MAS (b) spectra obtained on 115.7 mg MgO550 + 25 μl G2 after reacting at 180 

C for 1 hour. (a1) and (b1) are horizontally expanded regions of (a) and (b) between 55 and 75 ppm.  (a) was 

acquired with 77,400 scans; (b) was acquired with 2,196 scans. 
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Figure 3. Schematic depiction of solvent G2 (CH3OCH2CH2OCH2CH2OCH3) decomposition on MgO to form 

CH3OMg and MgOCH2CH2OCH2CH2OCH3 via C-O cleavage of diglyme. 

The adsorption of Electrolytes (Mg(TFSI)2 + G2) on clean surface MgO:  Two Mg(TFSI)2 

concentrations, i.e., 0.1 M and 1.0 M in G2, are examined for investigating electrolyte 

concentration-dependent adsorption and decomposition on a clean MgO surface.  To investigate 

their reactivity with the inner wall of the zirconia rotor surface and the extent of Mg-TFSI 

contact ion formation, both 13C SP and CP MAS NMR experiments were carried out first without 

using MgO550 for comparison to the spectra of neat G2.  Clearly, no observable reaction between 

these two electrolytes and the rotor was observed based on the results presented in Figure 4, 

evident in the expanded spectral region from 55 to 75 ppm where only three 13C peaks 

corresponding to G2 are observed.  For the 0.1 M Mg(TFSI)2 + G2 sample, the chemical shifts of 

the three 13C peaks for G2, 58.568, 70.771 and 72.394 ppm prior to (Figure 4b) and post heat 

treatment at 180C for 1 hour (Figure 4c) are essentially identical and slightly shifted upfield by 

0.03 to 0.1 ppm when compared to neat G2 (Figure 4a).  In contrast, 1.0 M Mg(TFSI)2 + G2 

reveals an –OCH3 peak that is downfield shifted by about 1 ppm to 59.50 ppm while the two –-

OCH2CH2O-  peaks are upfield shifted by approximately 1 ppm to 69.77 and 71.46 ppm.   It has 

been reported 383 that low salt concentrations (0.04 M) of Mg(TFSI)2 in G2 result in nearly 

complete dissociation of Mg-TFSI while contact ion pairs are observed at higher concentrations 

(0.4 M) with one TFSI- anion in the first solvation shell around Mg2+. Therefore in the 0.1 M 

Mg(TFSI)2 + G2 sample, the majority of the Mg-TFSI are dissociated by G2 while for the 1.0 M 

Mg(TFSI)2 + G2 sample, the majority of Mg-TFSI forms contact ion pairs. The difference in the 

shifts of 13C peaks for the G2 in the 0.1 and 1M salt concentrations are, thus, a result of detailed 

solvation structural changes that is detailed by NMR computational modeling studies below. 
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Figure 4. 13C SP/MAS (a, b, c, e and f) and CP/MAS (d and g) spectra.  (a) 25 μl pure G2; (b-d) 33.7 μl 0.1 M 

Mg(TFSI)2 + G2;  (e-g) 35 μl 1.0 M Mg(TFSI)2 + G2.  (a, b, e) prior to heat treatment; (c and f) after heat 

treatment.  Number of scans are 128 (a), 70 (b), 4,000 (c), 160,000 (d), 24 (e), 4,000 (f), and 111,532 (g) scans, 

respectively.  “*” SSB indicates spinning sideband.  The four peaks at 114.1, 118.33, 122.60 and 126.84 ppm are 

signals from TFSI-CF3 carbon. 

Mixing MgO550 with 0.1 M Mg(TFSI)2 in G2, reveals no evidence of electrolyte 

decomposition from the 13C SP and CP/MAS spectra after thermal treatment at 180 C for 1 hour 

(Figure 5).  However, adsorption of G2 onto the MgO surface is captured in both the SP (Figure 

5a and a1) and the CP (Figure 5b and b1) experiments with the corresponding peaks located at 

approximately 58.4, 70.65 and 72.23 ppm. The other three peaks in the SP/MAS spectrum, 

58.69, 70.94, and 72.52 ppm, from the liquid phase G2 are not detected in the CP experiment due 

to fast random molecular motion.  The relative abundance of these species may be quantified 

from SP spectral deconvolution (Supporting Information). The results indicate that about 63% of 

the G2 is present in the solution phase while the rest is surface constrained. The –CF3 carbons of 
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TFSI are not detected in either the bulk solution phase or the MgO surface due to the low 

abundance and number of scans used.  Nevertheless it is safe to say that the MgO surface 

contains a negligible amount of tightly bonded TFSI at the low salt concentration of 0.1 M. 

 

Figure 5. (a) 13C SP/MAS (a) and CP/MAS (b) spectra obtained on 55.2 mg MgO550 (clean surface) + 34.5 mg 0.1 

M Mg(TFSI)2 in G2 after in situ heat treatment at 180C for 1 hour. (a1) and (b1) are horizontally expanded 

regions of (a) and (b), highlighting MgO surface adsorbed G2 with peaks located at approximately 58.4, 70.65 and 

72.23 ppm.  4,000 (a) and 97,126 (b) scans were employed.  No electrolytes decomposition is observed for this 

sample. 

Significant changes are observed when the salt concentration is increased to 1.0 M. 

Figure 6 summarizes the 13C SP/MAS and CP/MAS results obtained on a sample containing 

MgO550 and 1.0 M Mg(TFSI)2 in G2 after in situ heat treatment at 180C for 1 hour.  SP/MAS 

detects all the species regardless they are in the bulk solution or adsorbed onto the MgO surface.  

Six major peaks are found in the SP/MAS spectra (Figure 6a and a1) that are related to G2 and/or 

surface adsorbed G2-Mg-TFSI complexes with peaks centered at about 59.5, 61.11, 69.0, 69.84, 

70.81, and 71.6 ppm in addition to two minor shoulder peaks at 58.75 and 72.6 ppm. A set of 

relatively sharp solution –CF3 carbons located at 113.89, 118.3, 122.58 and 127.1 ppm are also 
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observed.  The two minor shoulder peaks have 13C chemical shifts similar to the major solution 

13C SP/MAS peak in Figure 5a1 for the 0.1 M Mg(TFSI)2 in G2, and are thus readily assigned to 

G2 molecules in solution. This free solution G2 species accounts for approximately 7% of the 

observed G2 signals (Supporting Information).   The CP/MAS spectra, which detects only those 

species that are tightly adsorbed onto the MgO surface, (Figure 6b and b1) clearly show (i) TFSI 

anion is adsorbed onto the MgO surface, evidenced by the relatively broad peaks located at about 

118.3 and 122.4 ppm for TFSI; and (ii) G2 molecules are adsorbed onto the MgO surface with 

peaks at 59.28, 69.74 and 71.49 ppm.  Given the similarities of the 13C chemical shifts for the 

adsorbed G2 (Figure 6b1) and those in bulk solution (Figure 4e and f), the surface adsorbed G2 

and TFSI must also maintain contact ion pairs in the same way as pure electrolytes of 1.0 M 

Mg(TFSI)2 in G2.   Three new and symmetric peaks in the CP/MAS spectrum (Figure 6b1) are 

observed at 60.94, 68.85 and 70.63 ppm.   Compared with their counterparts in the SP spectrum 

(Figure 6a1), these three peaks in the CP spectrum are sharper and upfield shifted by about 0.2 

ppm, a trend that is consistent with surface adsorption discussed throughout this work.  

Furthermore, these three peaks have shift trends, i.e., with the –OCH3 group shifted downfield 

and the two CH2 groups shifted upfield, similar to 1.0 M electrolyte concentration vs neat G2 but 

with about 1.0 ppm more magnitude than the neat 1.0 M electrolytes. Given this trend, we 

hypothesize a different solvation structure of Mg-TFSI contact ion pair by G2 on MgO surface 

rather than G2 decomposed products on MgO surface. Quantum chemistry calculations are 

utilized to help identify the possible structures related to the 60.94, 68.85 and 70.63 ppm 13C 

peaks. 
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Figure 6. (a) 13C SP/MAS (a) and CP/MAS (b) spectra obtained on 61.4 mg MgO550 (clean surface) + 36.5 mg 1.0 

M Mg(TFSI)2 in G2 after in situ heat treatment at 180C for 1 hour. (a1) and (b1) are horizontally expanded 

regions of (a) and (b), highlighting MgO surface mediated adsorption products with peaks at approximately 60.94, 

68.85 and 70.63 ppm, surface adsorbed G2 with peaks located at approximately 59.28, 69.74 and 71.49 ppm, and 

surface adsorbed TFSI- at 118.3 and 122.4 ppm.  Number of scans are 4,000 (a) and 70,500 (b) scans, respectively.  

No electrolytes decomposition is observed for this sample. 

 

Quantum chemistry calculations  

Validation of the methoxy groups on MgO surface: It is observed (Figure 2) that the 

decomposition of G2 over clean MgO surface produces a 13C CP/MAS peak centered at about 50 

ppm that is about 8.4 ppm upfield shifted relative to the –OCH3 carbon in neat G2 (Figure 4).  

Quantum chemistry predicts a 7.7 ppm upfield shift relative to that of neat G2 (Figure 7a) using a 

small cluster model consisting of 8 Mg + 8 O and a –CH3 group interacting with one of the 

interior O-atoms (Figure 7b).  The excellent agreement between theory and the experimental 
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validates that the 50.0 ppm peak is indeed the –OCH3 carbon from the decomposed G2. The 

decomposed –OCH3 group occupying MgO surface lattice defect site would fit the model 

depicted in Figure 7. The remaining fragment of decomposed G2, i.e., CH3-O-CH2CH2-

OCH2CH2-, would interact with the MgO surface via the surface MgO lattice oxygen site, but the 

model in Figure 7 is too small for accurate prediction. 

 

Figure 7. Models for quantum chemistry calculations of isotropic 13C NMR chemical shielding.  (a) Neat G2; (b) a –

OCH3 group on a model MgO surface carrying one positive charge simulating a surface defect site, i.e., an oxygen 

vacancy.  The numbers labeled by the carbons are calculated absolute shielding. 

 

Solvation structures in the electrolytes: For the 1.0 M Mg(TFSI)2 in G2 sample there are, on 

average, 6.4 to 6.7 G2 molecules associated with one Mg(TFSI)2.  Contact ion pairs between 

Mg2+ and TFSI- form with the first solvation shell containing two G2 and the second solvation 

shell containing up to six G2 molecules are reported previously. 383  Given fast molecular 

exchange among the various G2 molecules, i.e., much faster than the NMR time scale of ms in 
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liquid, an average 13C chemical shift of each chemically equivalent carbon is observed 

experimentally for each carbon position in G2 and TFSI.  The calculated averaged 13C chemical 

shifts for the models containing one pair of Mg-TFSI and two G2 in first shell, with 5 or 6 G2 in 

the second shell are listed in Table S18, where the calculated shifts on an isolated G2 molecule 

(i.e., neat G2) are also included for comparison.  For the model of (MgTFSI(G2)2(G2)6
+, the 

results clearly show that the –OCH3 carbon is downfield by about 0.83 ppm (higher ppm) 

relative to that of neat G2 while the two CH2 carbons are upfield shifted by about 1.2 and 0.63 

ppm (lower ppm) relative to those of neat G2, in excellent agreement with the experimental 

observations in Figure 4 (~1.0 ppm down field shift for –OCH3 and about 1.0 ppm for each of 

the two CH2 carbons experimentally).  For the 0.1 M Mg(TFSI)2 in G2 sample, contact ion pairs 

(Mg-TFSI) should also form for part of the Mg2+ as the experimental 13C chemical shift trends of 

the G2 (Figure 4) are similar to those of 1.0 M concentration albeit the amount of shifts are much 

smaller (i.e., with 0.03 ppm down field shift for –OCH3 while about 0.11 and 0.06 ppm upfield 

shifted for the CH2 carbons).  The smaller shifts may be explained by the fast chemical exchange 

between the G2 in the solvation shells and those in the bulk solution since there are 90% of G2 

are free.  The existence of Mg2+ that are solvated only by G2 molecules for low Mg(TFSI)2 

concentration 383 is reported earlier that is validated by the calculated results on the model 

containing one Mg2+ solvated by 2 G2 in the 1st  solvation shell and 5-6 G2 in the 2nd shells 

(Table S18). The calculated chemical shifts for the CH2 carbons (averaged between the 1st and 

the 2nd shells) are almost the same to those of the neat G2 case while the  -OCH3 carbons is 

shifted downfield, a trend still consistent with experimental results on the 0.1 M Mg(TFSI)2 in 

G2 case.  Given the large amount of free G2 in the 0.1 M sample, it is expected that most of the 
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Mg2+ are solvated only by G2 without forming contact Mg-TFSI ion pairs, consistent with the 

results obtained on the 25Mg NMR and the related quantum chemistry studies earlier.383  

 

The nature of adsorbed species on MgO from 13C CP/MAS for 1.0 M Mg(TFSI)2 in G2 (Figure 

6b1) Relative to the solvation structure of MgTFSI(G2)2(G2)6
+, the solvation structure of 

MgTFSI(G2)2
+ predicted by quantum chemistry shows a downfield shift of 0.93 ppm for the –

OCH3 carbon of G2,  and upfield shifts of 3.1 and 1.3 ppm for the two kinds of CH2 carbons.  

These shift trends (i.e., up- or downfield) are in excellent agreement with experimental results of 

downfield shift of 1.7 for –OCH3, upfield shifts of 0.89 and 0.86 ppm for the two CH2 groups.   

Thus, we can assign the 60.94, 68.85 and 70.63 ppm 13C peaks in the CP/MAS spectrum of the 

1.0 M Mg(TFSI)2 in G2 on MgO (Figure 6b1) to the solvated MgTFSI(G2)2
+ clusters adsorbed 

on the MgO surface.  It has been established above that the relatively broader peaks located at 

59.28, 69.74, and 71.49 ppm in Figure 6b1 are from surface adsorbed MgTFSI(G2)2(G2)6
+ that is 

also the main solvation species in the 1.0 M sample. Based on the results obtained from this 

work, the physical picture of adsorption at high salt concentration of Mg(TFSI)2 in G2 (the 1M 

case) becomes clear.  The solvation structure in the electrolytes (MgTFSI(G2)2(G2)6
+) interacts 

with the MgO surface and is thus captured in the CP spectrum.  The MgO surface stimulates a 

desolvation process converting MgTFSI(G2)2(G2)6
+ to MgTFSI(G2)2

+ and frees the G2 

molecules in the second solvation shell of the MgTFSI(G2)2(G2)6
+ cluster back into the 

electrolyte solution.  This lowers the concentration of the salt in the electrolytes, where the 

excessive G2 are observed in the 13C SP spectrum with characteristic peaks at 58.75 and 72.6 

ppm. 
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Conclusions 

The adsorption and thermal decomposition of diglyme (G2) and electrolytes containing 

Mg(TFSI)2 in G2 on 10 nm sized MgO particles are evaluated by a combination of in situ 13C 

single pulse (SP), surface sensitive 1H-13C cross-polarization (CP) MAS NMR, and quantum 

chemistry calculations.  The following results are obtained:  At 180C, neat G2 decomposes on 

MgO to form surface adsorbed –OCH3 groups that are captured as a distinctive peak located at 

about 50 ppm in the CP/MAS spectrum.  At low Mg(TFSI)2 salt concentrations (i.e., 0.1 M 

Mg(TFSI)2 in G2), the main solvation structure in this electrolytes is solvent-separated ion pairs, 

without extensive Mg-TFSI contact ion pairs.  G2, likely including a small amount of G2 

solvated Mg2+, adsorbs onto the MgO surface.  At high Mg(TFSI)2 salt concentration (1.0 M 

Mg(TFSI)2 in G2), contact ion pairs between Mg and TFSI are formed extensively in the solution 

with the first solvation shell containing one pair of Mg-TFSI and two G2 molecules and the 

second solvation shell containing up to six G2 molecules, namely, MgTFSI(G2)2(G2)6
+. In the 

presence of MgO, MgTFSI(G2)2(G2)6
+ adsorbs onto the MgO surface. Upon increasing the 

temperature to 180C, the MgO surface stimulates a desolvation process converting 

MgTFSI(G2)2(G2)6
+ to MgTFSI(G2)2

+, releasing G2 molecules from the second solvation shell 

of the MgTFSI(G2)2(G2)6
+ cluster into the solution. The MgTFSI(G2)2

+ and 

MgTFSI(G2)2(G2)6
+  tightly adsorb onto the MgO surface and are observed by 1H-13C CP/MAS 

experiments. The results contained herein show that electrolyte composition has a directing role 

in the species present on the electrode surface, which has implications on the structures and 
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constituents of the solid-electrolyte interface on working electrodes and can be used to better 

understand its formation and the failure modes of batteries.   

Table S18. Quantum chemistry predicted 13C isotropic chemical shifts on various models of solvation structures of 

Mg(TFSI)2 in G2.  The chemical shifts are referenced to adamantane at 38.48 ppm: δobs =136.08 – δcalc + 38.48. 

Structure Label CH3 

Avg. 

ppm 

(1st)a 

[2nd]b 

CH2 - 

Inner 

Avg. ppm 

(1st) 

[2nd] 

CH2 - 

Outer 

Avg. ppm 

(1st) 

[2nd] 

 

G2 59.07 74.15 75.27 

 

Mg(G2)
2

2+

 61.71 73.14 74.11 

 

Mg(G2)
2
[G2]

6

2+

 

61.12 

(64.29) 

[60.07] 

74.27 

(72.88) 

[74.73] 

75.21 

(74.7) 

[75.38] 

 

TFSI(G2)
3

-

 58.9 75.2 76.8 

 

MgTFSI(G2)
2

+

 60.83 69.83 73.30 

 

MgTFSI(G2)
2
[G2]

5

+

 

60.8 

(63.3) 

[59.8] 

72.8 

(70.9) 

[73.6] 

75.1 

(73.4) 

[75.7] 

 

MgTFSI(G2)
2
[G2]

6

+

 

59.9 

(62.64) 

[58.99] 

72.94 

(71.31) 

[73.49] 

74.64 

(74.25) 

[74.77] 
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MgTFSI
2
(G2)

2
 59.1 76.4 75.7 

 

MgTFSI
2
(G2)

3 
 

From crystal 
61.97 75.59 72.52 

Note:  a The average chemical shifts of each chemically equivalent carbon in the first solvation 

shell. 

b The average chemical shifts of each chemically equivalent carbon in the second solvation shell.  
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Appendix I: Publication – Catalytic activation of ethylene C-H bonds on uniform d8 Ir(I) 

and Ni(II) cations in zeolites: toward molecular level understanding of ethylene 

polymerization on heterogeneous catalysts  

From Nicholas R. Jaegers,&,* Konstantin Khivantsev,&,* Libor Kovarik, Daniel W. Klas, Jian Zhi 

Hu, Yong Wang, and János Szanyi&* Catalysis Science & Technology 2019 

 

ABSTRACT: 

The homolytic activation of the strong C-H bonds in ethylene is demonstrated, for the 

first time, on d8 Ir(I) and Ni(II) single atoms in the cationic positions of zeolites H-FAU and H-

BEA under ambient conditions. The oxidative addition of C2H4 to the metal center occurs with 

the formation of a d6 metal vinyl hydride, explaining the initiation of the olefin-polymerization 

cycle on d8 M(I/II) sites in the absence of pre-existing M-H bonds. Under mild reaction 

conditions (80-220ᵒC, 1 bar), the catalytic dimerization to butenes and dehydrogenative coupling 

of ethylene to butadiene occurs over these catalysts. 1-Butene is not converted to butadiene 

under the reaction conditions applied. Post-reaction characterization of the two materials reveals 

that the active metal cations remain site-isolated whereas deactivation occurs due to the 

formation of carbonaceous deposits on the zeolites. Our findings have significant implications 

for the molecular level understanding of ethylene conversion and the development of new ways 

to functionalize C-H bonds under mild conditions. 
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Zeolite-supported transition metals (single atoms, clusters, nanoparticles, etc.) represent 

an important class of materials with uses in the chemical industry, emissions controls, and as 

model systems to derive structure-function properties in catalysis.83, 402-409 Among them, d8 

metals such as Ni(II), Rh(I), Ir(I), Pt(II), and Pd(II) have been the focus of many studies to better 

understand the genesis, speciation, and stability of such species for reactions such as 

hydrogenations, oxidations, as well as ethylene transformation (di- and oligomerization to 

butenes and higher oligomers).410-413 For example, it was shown first in the 1950s that 

Rh(I)(CO)2 and Ir(I)(CO)2 species can be stabilized on oxide supports414-415 and are active for 

ethylene conversion to butenes at room temperature, retaining their site-isolated nature after 

catalysis.416-418 

The Rh ligand environment is tunable and hydrogen promotes butene formation despite 

not directly participating in the dimerization reaction (i.e., 2C2H4  C4H8).
412, 417-418 This effect 

was explained in some studies by H2 enhancing butene desorption on (Rh(C2H4)2/HY).16 

Recently, however, the hydrogen partial pressure dependence of ethylene dimerization was 

systematically measured on Rh(CO)2, Rh(CO)(C2H4), Rh(CO)(H),417 and Rh(NO)2
412 complexes  

supported on HY zeolites. Positive reaction orders of ~0.7-1 confirmed that hydrogen indeed 
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promotes dimerization, where H2 was shown to improve the rate of ethylene dimerization  up to 

~10 fold.12,417 This was attributed to the formation of metal-hydride-supported species (observed 

and characterized experimentally12,17,18) which provide a low-energy pathway for dimerization 

via facile insertion of pi-coordinated ethylene into the M-H bond to form an M-Ethyl moiety 

which subsequently migrates into another pi-coordinated ethylene to form a Rh-Butyl species 

prior to facile β-H abstraction to produce butene-1.412 This attribution was subsequently 

supported for ethylene dimerization on Ni/BEA, although Ni-H species were not observed 

directly.419 Until now, it remained unclear how ethylene, in the absence of M-hydride species, 

can polymerize considering the importance of M-H intermediates in the Cossee-Arlman 

mechanism. Theoretical studies have identified potential mechanisms for ethylene dimerization 

on Ni/BEA where the metallocycle, proton-transfer, and Cossee-Arlman mechanisms were 

compared.420 Also considered was the non-catalytic formation of a nickel vinyl intermediate via 

the heterolytic activation of a C-H bond over Ni(II)-O bond followed by the formation of an 

active Ni center.20  

In this study, we demonstrate: 1). Preparation and characterization of highly uniform d8 

metal species. Ni(II) was selected because it has been a challenge to prepare well-defined 

uniform Ni-zeolite species. We have previously prepared d8 Pt(II) and Pd(II) species9 in zeolite 

uniformly and thus transferred this approach to a Ni/BEA system  in order to unravel detailed 

structure catalytic-property relationships for the historically important system for ethylene 

polymerization. We also employ the well-defined square planar d8 Ir(I)(CO)2 complex anchored 

in zeolite FAU (like Ni(II)/FAU) because it grafts uniformly in zeolite and also has CO groups 

which, due to their high molar extinction coefficients and well-resolved nature, allow us to 
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observe ligand changes with enhanced resolution. 2). We obtain the reactivity for ethylene 

couplings on those materials, showing similar trends for both d8 metals 3). We resolve a 

longstanding uncertainty in heterogeneous ethylene polymerization, one of the largest catalytic 

processes. Though supported metal ions (d8 like Ni(II), Ir(I), Pd(II) or d4 Cr(II) perform this 

reaction without the initiator/co-catalyst, the mechanism for ethylene polymerization initiation 

and the relevant intermediates involved have remained elusive for the last 50 years. We resolve 

these uncertainties using state-of-the-art infrared studies supported by microscopy and solid-state 

NMR measurements58 for d8 metal cations on solid supports. In short, ethylene polymerization 

starts with the homolytic activation of the C-H bonds of ethylene on extremely electrophilic d8 M 

sites, resulting in the formation of d6 metal vinyl hydride complexes which further react with 

ethylene to form a vinyl ethyl d6 metal fragment. From this fragment, 1-butene can form either 

via direct reductive elimination or a Cossee-Arlman type step involving alkyl chain growth 

through alkyl migration and insertion into M-ethylene bonds. 

Though reported for other d8 metals, it is not straightforward to generate uniform Ni(II) 

species since they may graft to both silanol nests and various extra-framework zeolite positions, 

evidenced by IR spectroscopy of CO adsorption.419 This brought into question the true active 

center for ethylene oligomerization activity.421 To better understand the active centers for 

ethylene dimerization, well-defined supported complexes of Ir(I) and Ni(II) were generated, 

characterized, and tested in this study. These active centers not only demonstrate activity to 

butenes, but butadiene as well; a notable result since 1,3-butadiene is a high-value commodity 

chemical (~10 million tons per annum) that serves as a precursor to a wide range of plastics and 
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polymers. These reactions proceed via activation of C-H bonds of ethylene on a super 

electrophilic cationic metal center recently observed for a metal/zeolite system.422 

A modified IWI method was previously used to produce atomically dispersed Pt and Pd 

in SSZ-13.83 We slightly altered this procedure to synthesize 0.4 wt% Ni on BEA by reacting 

aqueous nickel nitrate with excess ammonia to produce a mononuclear Ni hexamine complex. 

This mitigates the formation of hydroxo-bridged Ni complexes, which are precursors to NiO 

nanoparticles, similar to the aqueous solution of Pd(NO3)2 that has the propensity to darken and 

form …-OH-Pd-OH-Pd-OH-… networks over time, even in acidic solutions.83, 233, 423 The 

micropores of BEA zeolite (Si/Al ~ 12.5) were impregnated with this complex, dried in ambient 

air, and calcined at 550ᵒC in static air. Infrared spectroscopy of adsorbed CO on this material 

substantiates the exclusive formation of 1 type of Ni(II)-CO in BEA zeolite. The C-O stretching 

vibrational band of this species is located at 2,211 cm-1 (Figure 8A).  
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Figure 8. A). FTIR during CO adsorption on dry 0.4% Ni/BEA, P(CO)max=5 Torr (the band at 2162 cm-1 

represents adsorbed 13CO molecules) B). High-resolution HAADF-STEM image of the 0.4% Ni/BEA material: 

straight channels in BEA nanocrystals are clearly imaged. No NiO clusters or particles observed (additional 

HAADF-STEM images provided in Figure S101) C). EDS mapping of Ni, Al, Si, and Ni/Al overlay in 0.4% Ni/BEA. 

No NiO clusters or nanoparticles could be observed in the channels of BEA. EDS 

mapping confirmed the presence of Ni associated with BEA, corroborating the presence of 

uniform, isolated Ni sites in the sample (Fig. 1B and C, Figure S100-S3). Comprehensive 

interconversion maps of Ni(II)-CO, Ni(II)-NO, Ni(II)-C2H4, and Ni(II)(NO)(CO) complexes, 

never prepared through classical organometallic routes are discussed and available in the 

Supporting Information (Figure S103-S17). These provide new insight into the Ni/Zeolite 

chemistry complementary to the previous pioneering studies of Petkov et al.424 In particular, a 

new phenomenon in solid supported systems is identified whereby low-temperature CO 

adsorption produces 2 peaks at 2,214 and 2,204 cm-1 (Figure S110), that do not belong to the 

Ni(II)(CO)2 dicarbonyl complex (evidenced by their contrasting interactions with C2H4 and 

stability under vacuum, Figs. S12, S13). However, CO adsorption at room temperature produces 

only 1 band at 2,211 cm-1. This indicates that at low temperatures, distinctive Al T-sites exist 

while at room temperature these sites become degenerate, possibly due to the flexibility of the 

zeolite framework or relativistic effects, revealing only the  2,211 cm-1 feature from CO 

adsorption on super electrophilic Ni(II)/2Al centers.  

Unlike Rh(I)/FAU complexes, for which initial ligand environment impacts ethylene 

dimerization,412, 417-418 both Ni(II)-CO and Ni(II)-NO undergo ligand replacement by ethylene to 

form Ni(II)-C2H4 complex under ambient conditions and lower temperatures (Figure S104, S9, 

S13-S15). This material was active for ethylene transformation to butenes, demonstrating that 

Ni(II) in the ion-exchange position is active for catalysis (Table S19). Remarkably, 80ºC was 
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sufficient to observe activity for both butadiene as well as butenes (1-butene as well as cis- and 

trans-2-butene) formation. Selectivity initially favored butadiene at 120ºC (~65%, TOF ~122 hr-1 

with respect to butadiene formed and  ~240 hr-1 with respect to ethylene molecules reacted, 

Table S1), however, selectivity quickly dropped to ~10% within the first 30 minutes (TOF ~ 10 

hr-1). Above 180ºC, activity for butadiene production is enhanced with selectivity around 20-

30% on a molar basis at 200ºC and initial TOF ~200 hr-1. Even at elevated temperatures, 

deactivation is observed both for butene and butadiene production with time on stream.  

These results are noteworthy since C-H bond activation in ethylene (22 kJ/mol stronger 

than methane at 298K) is a challenging catalytic step. Accordingly, functionalization of ethylene 

typically involves reactions with its C=C bond and not the C-H bond directly. By activating the 

C-H bond in ethylene, the formal coupling of two vinyl C2H3 fragments enables the formation of 

butadiene.  

Catalytically, butadiene can be produced by dehydrogenation of n-butane and 1-butene (Houdry 

process) or by ethanol conversion to butadiene, hydrogen, and water over a mixed metal oxide 

catalyst (Lebedev and Ostromyslenski process). These catalytic processes with unpromoted 

catalysts produce butadiene unselectively and are energy intensive (400-700°C).425 The best 

current processes based on ethanol show excellent selectivity to butadiene for promoted 

materials (>90%) whereas the unpromoted, historically important Ta-containing material has a 

selectivity of ~15%. However, this process relies on a low ethanol feed rate (GHSV), features 

turnovers of ~ 1 hr-1 at 320°C, and suffers deactivation due to formation of polymeric 

carbonaceous deposits.376, 426  
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Though pathways from alcohol feedstocks exist, the catalytic conversion of ethylene to 

butadiene remains effectively unprecedented with just a few examples proposed. In 1983, 

(C5(CH3)5)2Ti(C2H4) complexes in aromatic solvents were suggested to convert ethylene into 

1,3-butadiene and ethane at 25°C and ~4 atm in a sealed batch reactor, though the reported TOF 

after one year was ~1-2 year-1, rendering catalysis indeterminate.427 Notably, in 2015 ethylene 

has been selectively converted  to butadiene over FAU-supported Rh(CO)2 and Rh(CO)(C2H4) 

single-atom catalysts at 25ºC and 1 atm under continuous ethylene flow, yielding a TOF of ~2 hr-

1,417  marking the discovery of the dehydrogenative coupling of ethylene into butadiene ( 

2C2H4 C4H6 + H2). In 2018, an Ir(C2H4)2(Phebox) organometallic complex was shown to 

convert ethylene catalytically via 3C2H4  C4H6 + C2H6 with butene by-products [SC4H6 < 45%; 

P: 2-12 atm; TOF: 0.25 hr-1 at 2 atm/100°C, 0.9 hr-1 at 12 atm/110ºC].428 Despite this progress, 

the catalytic chemistry of butadiene formation from a cheap ethylene feedstock under mild 

conditions remains unattained, demonstrating the relevance of the observed butadiene activity at 

120ºC for Ni/BEA. We note that fast deactivation at this temperature is not surprising 

considering that H-zeolites are often used as butadiene adsorbents.429 

After catalysis, exposure of the sample to CO restores the original 2,211 cm-1 feature 

(Figure S115-S17), but to a lesser extent due to unsaturated carbonaceous deposits blocking the 

active sites, further confirmed by in situ 13C NMR (Figure S123).235 The absence of vibrational 

signatures for Ni(I) and Ni(0) carbonyl complexes further suggests that no reduction of Ni(II) 

occurred during ethylene dimerization and that Ni(II) in the ion-exchange positions of the zeolite 

is the active site in ethylene dimerization (Figure S116).  
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Moreover, post-reaction (200ºC in ethylene flow) CO adsorption reveals a peak around 

~2,230 cm-1 (Figure S115-17) not present in the fresh sample. This corresponds to CO adsorbed 

on extraframework aluminium430 formed under mild catalytic conditions in the presence of Ni(II) 

atoms and ethylene. Solid-state NMR further confirms this result via comparison of 27Al MAS 

NMR spectra of fresh and spent samples (Figure S117) which show that dealumination indeed 

occurs under mild conditions, evidenced by a feature at ~30 ppm due to the presence of penta-

coordinate extraframework Al sites as well as broadening of tetrahedral Al bands. Such mild 

conditions have been not previously reported to cause dealumination of the zeolite framework. 

This is likely due to polymerization of ethylene in the microporous channels and the subsequent 

breakage of pores.  

In addition to the supported d8 Ni(II) species, a 0.7 wt% Ir(CO)2 species was prepared on H-FAU 

zeolite with Si/Al ~15 as for Ni/BEA. This formulation was previously characterized with 

EXAFS and FTIR,431 where its interaction with ethylene was reported to produce Ir(CO)(C2H4) 

complexes. Pulses of ethylene, followed by inert gas purging indeed produce only the 

Ir(CO)(C2H4) complex in this study (Figure 9A,C).  
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Figure 9. A). DRIFTS spectrum of the starting 0.7% Ir(CO)2/FAU Si/Al~15 material B). High-resolution HAADF-

STEM image of the fresh Ir/FAU in [110] projection, individual Ir atoms can be seen in the supercages C). DRIFTS 

difference spectrum during reaction of Ir(CO)2/FAU with pulses of dilute ethylene, showing disappearance of 2,108 

and 2,038 cm-1 bands of Ir(CO)2 and appearance of only 1 new band at 2,055 cm-1, belonging to 

Ir(CO)(C2H4)/FAU complex. D). High-resolution HAADF-STEM image of Ir(CO)2/FAU after ethylene catalysis at 

225ºC for 1 hour, in the [110] projection, showing lack of Ir agglomeration. 

DRIFTS confirms the successful grafting of the complex with the formation of symmetric and 

asymmetric CO stretches of the square-planar Ir(CO)2 fragment at 2,108 and 2,038 cm-1.12,17,18 

HAADF-STEM imaging (Figure S119, 2B) further confirms site-isolated nature of the complex 

in the zeolite micropores. Sample exposure to flowing pure C2H4 in the DRIFTS cell revealed 

transient behavior (Figure 10).  
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Figure 10. DRIFTS spectrum of 0.7% Ir(CO)2/FAU Si/Al~15 during exposure to flowing pure ethylene (the first 5 

minutes). 

 

The peaks, belonging to the symmetric and asymmetric CO stretches of Ir(CO)2, at 2,108 

and 2,038 cm-1 declined while new features emerged. The 2,055 cm-1 feature has been previously 

assigned to the Ir(CO)(C2H4) complex12,17,18; however, careful inspection of the spectra in the 

2,060 – 2,030 cm-1 region reveals new features (Figure 11): the 2,066 and 2,053 cm-1 peaks 

decrease in concert as the 2,056 cm-1 feature of Ir(CO)(C2H4) grows with  clear isosbestic points 

(shaded). 

 

Figure 11. DRIFTS spectrum of 0.7% Ir(CO)2/FAU Si/Al~15 during exposure to flowing ethylene (initial 5 minutes). 

 

This indicates the stoichiometric transformation of Ir(CO)2 into Ir(CO)(C2H4), occurring via the following sequence:  

 

 

2075 2070 2065 2060 2055 2050 2045 2040

-0.6

-0.4

-0.2

A
b

s
o

rb
a
n

c
e
, 

a
.u

.

Wavenumbers, cm-1

2066

20532056



 

 

394 

Initially, the square-planar Ir(CO)2 accepts one C2H4 ligand to form a Ir(CO)2(C2H4) species 

which then expels one CO ligand, forming square-planar Ir(CO)(C2H4). Concomitantly bands at 

2,178 cm-1 (weak) and 2,112 cm-1 (intense) develop within the first 1 minute of ethylene 

exposure (Figure 12). 

 

Figure 12. DRIFTS spectrum of 0.7% Ir(CO)2/FAU Si/Al~15 during exposure to ethylene (~1 minute). 2,178 and 

2,112 cm-1 grow in concert. 

The intense 2,112 cm-1 band belongs to the CO vibration of an oxidized Ir center (CO 

adsorbed on metal cations has high molar extinction coefficients) and the low intensity 2,178 cm-

1 band corresponds to the Ir-H stretching vibration. Indeed, this fully agrees with the described 

synthesis of the first supported, transition metal carbonyl hydride complexes of  

Rh(III)(H)x(CO). and relatively low intensity of Rh-H stretching vibrations compared to CO 

vibrations. 17,18 We note that Rh(III) and Ir(III) have the same d6 electronic configuration and 

provide the analogous (to Rh) synthesis of Ir(III) carbonyl hydride complex,18 unambiguously 

identifying the Ir-H stretch at 2,150 cm-1. Analogous to the selective synthesis of Rh(III)(CO)H2 

complexes from Rh(CO)2,
18 the Ir(CO)Hx species has been suggested from treatments of 

Ir(CO)2/FAU with ethylene followed by hydrogen.431 In that study, the authors failed to identify 

the Ir-H stretch, concluding that its signature is too weak to be observed. We treated our Ir(CO)2 
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materials with C2D4, forming first Ir(I)(CO)(C2D4) which we then exposed to H2 flow (Figs. S29, 

S30, S31). Both the actual spectra and difference spectra indicate selective conversion of 

Ir(CO)(C2D4) to the Ir(CO)(H)2 complex with CO stretching observed at 2,065 cm-1 and the Ir-H 

stretch at 2,150 cm-1. Isotopic shift experiments with D2 (Fig. S31) confirm that the 2,150 cm-1 is 

indeed the Ir-H stretch. 

As such, the simultaneous formation of new Ir-H and Ir-CO stretches arise from the 

generation of one species. The high-lying stretch of Ir-CO means that Ir is in the +3 oxidation 

state, signifying the unprecedented oxidative addition of the C-H bonds of ethylene to the  

Ir(CO) fragment with the formation of Ir(III)(CO)(H)(C2H3) carbonyl vynil hydrido-complex: 

C2H4-Ir(I)-CO  C2H3-Ir(III)(H)(CO). These assignments and described behavior are further 

supported by observation of these species the in situ NMR data (Figure S23). 

As the concentration of this complex reaches its maximum (~1 minute), the intensities of 

both the 2,112 and 2,178 cm-1 features reach their maxima and then decline in concert as a new 

CO stretching band develops at 2,086 cm-1 that has no corresponding Ir-H stretching band 

(Figure 13). This indicates the hydride is consumed during the reaction with ethylene. This 

suggests the consequent formation of an Ir(III)(CO)(C2H5)(C2H3) complex via ethylene insertion 

into the Ir-H bond. 
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Figure 13. DRIFTS spectrum of 0.7% Ir(CO)2/FAU during exposure to ethylene (~5 minutes). The 2,112 and 2,178 

cm-1 bands decline simultaneously as the 2,087 cm-1 feature grows. 

 

Furthermore, in order to unambiguously assign the 2,178 cm-1 band to the Ir-H stretch, 

we replicated the infrared experiment on Ir(CO)2 and C2H4 with C2D4. We observed the absence 

of the 2,178 cm-1 band (Ir-H stretch), upon oxidative addition of C2D4 to the Ir(I) center. Instead, 

Ir(III)-D species forms (Fig. S32). 

The observed room-temperature activation of C-H bonds with the formation of iridium 

carbonyl alkyl hydride complex is unprecedented. Such transformation have been only rarely 

described in organometallic literature432 and never directly observed spectroscopically on any 

solid material. The bond is not split heterolytically on the M-O bond but instead it is activated 

homolytically via oxidative addition to an electrophilic d8 metal center in the zeolite micropore. 

High coordinative unsaturation and superelectrophilicity of M cations in zeolite have been 

recently quantified for isoelectronic d8 Pd(II) ions,422  explaining why this reaction is favored 

over heterolytic activation of C-H bonds on covalent M-O bond. It is important to note that such 
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and M/oxide literature. Indeed, heterolytic activation of strong X-H bonds (C-H of hydrocarbons 

and N-H of ammonia) normally require relatively high temperatures.433-434  

 Ethylene activity over Ir(CO)2/FAU  produces measurable amounts of butenes at 

temperatures above 80ºC and butadiene at temperatures above 180 ºC with the maximum rate of 

catalytic butadiene production at ~200-220ºC and selectivities to butadiene on the order 17-20% 

(Table S20). After catalysis, Ir remains site-isolated and does not agglomerate into Ir 

nanoparticles as evidenced by HAADF-STEM and FTIR data (Figure 9D). Formation of 

carbonaceous polymeric deposits, framework breakage, and dealumination similar to Ni/BEA is 

also observed. The ease with which oxidative addition of ethylene C-H bond to highly 

electrophilic Ir(I) center takes place at room temperature at 1 bar pressure of ethylene, suggests 

that C-H activation is not the rate-limiting step of the ethylene dimerization under these 

conditions: C-C coupling and/or beta-hydride elimination are expected to be rate-limiting steps 

in catalysis.  

We construct two plausible catalytic pathways for butadiene (and butene) production. 

Two different steps of initial C-H bond activation are possible: 1) homolytic activation of C-H 

bond via oxidative addition to M d8 center, which we observe experimentally (Figure S125) and 

2) heterolytic activation of C-H bond on the M-Ozeolite pair (Figure S126), which we did not 

observe. Two ethylene molecules could also couple on single d8 metal center with the formation 

of metallacyclopentane species (Figure S127), that were shown by Goldman and  co-workers to 

form on Ir(C2H4)2(Phebox) system by trapping via CO.428  The stability of the species, as noted 

previously by Halpern,435 does not mean that it is the true active state of the catalyst. Indeed, 
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most active species are formed transiently (as we observe experimentally for 

Ir(III)(H)(CO)(C2H3) species), hence mechanism in Fig. S26 is most likely operative. 

Furthermore, deeper mechanistic insight into the pathway of butadiene production was 

achieved by refuting the direct dehydrogenation of butene into butadiene. When 1-butene was 

introduced to the catalyst at 150-200ºC, no butadiene was observed. Thus, the route to butadiene 

mechanistically differs from direct butene dehydrogenation. Indeed, such dehydrogenation does 

not take place on single Ir atoms under such mild conditions. 

Notably, in the most probable reaction mechanism depicted in Fig. S26, we propose 1-

butene formation directly from Ir(III)(CO)(C2H5)(C2H3) and Ni(IV)(C2H5)(C2H3) via reductive 

elimination of the ethyl and vinyl fragments with restoration of Ni(II) and Ir(I)-CO fragments 

which reform Ni(II)(C2H4) and Ir(I)(CO)(C2H4) in the presence of ethylene. It is also possible 

that beta-hydride elimination releases 1-butene from the M-(n-Butyl) intermediate, which forms 

when the ethyl group in M(C2H4)(C2H5) migrates. Butadiene may be formed analogous to this 

scheme but in this case the vinyl group of M(C2H3)(C2H4) fragment migrates, forming M-CH2-

CH2-CH=CH2, from which via beta-hydride elimination butadiene-1,3 is released. 

These findings for supported Ni(II) and Ir(I) isolated sites may help reveal mechanistic 

uncertainties for the Cr/SiO2 Phillips ethylene polymerization catalyst, extensively studied over 

50 years. Though believed to follow a Cossee-Arlman Cr-alkyl mechanism, the low number of 

active sites (<10%), amorphous silica support, fast reaction rates, and the presence of multiple 

oxidation states of Cr prevented a thorough understanding of the initiation mechanism. Recent 

elegant studies436 demonstrated that Cr(II) sites are required to start ethylene polymerization, and 

earlier kinetic studies suggested schemes consistent with activation of ethylene on Cr(II) sites to 
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form Cr(IV) vinyl hydride,437-438 though this species has never been observed. Based on our 

current findings, we suggest that the active fraction of the catalyst could be the highly 

electrophilic Cr(II) species that can add ethylene via C-H oxidative addition to form a Cr(IV)-

vinyl (C2H3)-hydride (H) species: 

Cr(II) + C2H4  Cr(IV)(H)(CH=CH2) 

The formation of Cr-ethyl follows: 

Cr(IV)(H)(CH=CH2) + C2H4   Cr(IV)(C2H4)(H)(C2H3)  Cr(IV)(C2H5)(C2H3). 

Cr(IV)(C2H5)(C2H3) sites may facilitate longer alkyl chain formation via alkyl migration:  

Cr(C2H5)(C2H3) + C2H4  Cr(C2H4)(C2H5)(C2H3)  Cr(C4H9)(C2H3) 

Cr(IV)(C4H9)(C2H3) + nC2H4  Cr(IV)[(CH2)3+2n CH3](C2H3) 

Subsequently, direct reductive elimination of CH3(CH2)xCH=CH2 is possible which restores the 

Cr(II) site and re-starts the catalytic cycle: 

Cr(IV)[(CH2)x-CH3](C2H3)  Cr(II)/SiO2 +CH3-(CH2)x-CH=CH2 

Beta-hydride elimination from Cr(IV)[(CH2)x-CH3](C2H3) could also restore Cr(IV)(H)(C2H3) 

and re-start the polymerization cycle: 

Cr(IV)[(CH2)x-CH3](C2H3)  Cr(IV)(H)(C2H3) + CH3-(CH2)x-2-CH=CH2 

The proposed mechanism does not contradict experimental observations and provides a 

plausible explanation for the initiation uncertainties of the Phillips catalyst. Furthermore, support 

for this proposed mechanism is obtained from recent works, in which -CH2-CH2-CH=CH2 sites 
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were suggested to form on the catalyst.439 These sites can form from the vinyl migration in the 

following reaction sequence: 

Cr(IV)(C2H5)(C2H3) + C2H4  Cr(IV)(C2H4)(C2H5)(CH=CH2)  Cr(IV)(C2H5)(CH2-CH2-

CH=CH2) 

In conclusion, we provide the first experimental mechanistic evidence of how ethylene 

dimerization occurs and proceeds on d8 M(I and II) cations in zeolites in the absence of an initial 

M-H species: the M-H bond is formed via the homolytic activation of ethylene’s C-H bond 

(stronger than that of methane) on very electrophilic Ir(I) sites in the zeolite micropore. Further, 

the preparation of well-defined Ir(I) and Ni(II) d8 in zeolites is demonstrated and accompanied 

by new chemistry and characterization for both systems before and after catalysis. Both Ni(II) 

and Ir(I) in zeolites produce butenes and, unprecedentedly, butadiene upon reaction with 

ethylene under mild conditions. Notably, Ni is more active at lower temperatures toward C-H 

bond activation than the expensive Ir.  

Experimental Methods 

Faujasite and Beta zeolites with Si/Al of ~15 and 12.5 respectively, were supplied by 

Zeolyst in the ammonium form. Transformation of faujasite to the H-form was conducted by 

calcination in flowing dry air at 400ºC followed by evacuation at 10-5 Torr and 400ºC. It was 

subsequently stored in a VAC moisture- and oxygen-free glovebox. Single iridium atoms were 

then anchored in the micropore supercages of the prepared H-FAU zeolite. To ensure suitable 

dispersion, a well-defined square planar Ir(CO)2(Acac) complex (strem, >98% purity) was 

delivered into the micropores via a non-polar solvent propagation method12,17,18. More 



 

 

401 

specifically, the precursor was dissolved in pentane (Sigma Aldrich, <10 ppm moisture) and 

introduced into the faujasite. Approximately 26 mg of the Ir complex was dissolved in ~10 ml 

dry pentane under intense stirring; then the solution was added through the needle into the 

Schlenk flask containing 2.00 grams of calcined dry H-FAU powder. Ir(CO)2 fragments anchors 

to the zeolite through framework oxygen adjacent to Al T-atoms during this process. The 

pentane solution was subsequently evacuated for 5 hours under 10-5 Torr vacuum, leaving a dry 

powder of 0.7 wt% Ir/H-FAU.  

Ni-BEA was synthesized by the modified IWI method we previously reported. In this, the 

NH4-form of BEA with Si/Al~12.5 was used as the supporting zeolite. Nickel nitrate 

hexahydrate (Sigma Aldrich, 99.99%) was dissolved in a water/ammonia solution, producing a 

purple-coloured [Ni(II)(NH3)6] complex with concentration 0.0757 M. The ammonia 

concentration was ~1.5 M. One pore volume equivalent (~0.9 cc/g BEA) of this solution was 

slowly introduced into zeolite powder with carefully mixing each aliquot. The resulting paste 

was dried at 80 ºC in flowing air and then calcined at 550ºC for 5 hours in a box furnace, 

yielding 0.4 wt% Ni/H-BEA. 

The in situ static transmission IR experiments for Ni/BEA were conducted in a home-

built cell housed in the sample compartment of a Bruker Vertex 80 spectrometer, equipped with 

an MCT detector and operated at 4 cm-1 resolution. The powder sample was pressed onto a 

tungsten mesh which, in turn, was mounted onto a copper heating assembly attached to a ceramic 

feedthrough. The sample could be resistively heated with temperature monitoring by a 

thermocouple spot welded onto the top center of the tungsten grid.  Cold fingers on the CO-

containing glass bulb were cooled with liquid nitrogen to prevent contamination by metal 
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carbonyls. NO was cleaned with multiple freeze–pump–thaw cycles. Special-grade ethylene 

(OxArc) with 99.995% purity was cleaned with liquid nitrogen prior to use to remove traces of 

moisture. The activated sample was employed as the spectrum background. Each spectrum 

reported is obtained from the average of 256 scans. Experiments at 77 K were performed with 

liquid nitrogen used as a coolant. Prior to FTIR measurements, the sample was activated by 

heating under vacuum at 200ºC to remove moisture. All dosed gases were undiluted. 

DRIFTS spectra for Ir/FAU were recorded on a Nicolet iS50R FTIR spectrometer at 4 

cm–1 resolution. The Ir/FAU powder was packed into the DRIFTS cell inside the dry glovebox, 

sealed and transferred to the FTIR where it was immediately connected to the gas manifold and 

exposed to flowing dry He. Special-grade ethylene (99.995% purity, OxArc) and UHP C2D4 was 

used for all experiments and UHP He flowing through oxygen and moisture traps was used as the 

inert gas. Spectra were referenced to an H-FAU background and 64 scans were averaged in each 

spectrum. Samples were loaded in a dry N2 glovebox and transferred under N2 to the infrared 

spectrometer. First the sample was purged with helium, and then experiments with pure ethylene 

or hydrogen flow were performed. Flow rates were ~10 cc/min.  

HAADF-STEM analysis was performed with an FEI Titan 80-300 microscope operated 

at 300 kV. The instrument is equipped with a CEOS GmbH double-hexapole aberration corrector 

for the probe-forming lens which allows for imaging with 0.1 nm resolution in scanning 

transmission electron microscopy mode (STEM). The images were acquired with a high angle 

annular dark field (HAADF) detector with inner collection angle set to 52 mrad. The fresh 

Ir/FAU sample was loaded with no exposure to air. Spent Ir/FAU (220ºC under typical reaction 

conditions) was cooled down in the plug-flow reactor, purged with inert gas, and stored in the 
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glove box prior to loading into HAADF-STEM without exposure to air. The images were 

collected in various projection, tilted slightly off the zone axis (to better visualize the Ir atoms), 

and imaged immediately to minimize beam damage during the experiment. EDS maps of O, Si, 

Al, and Ni were obtained for Ni/BEA in order to better visualize presence of low-contrast Ni 

(compared to high-contrast Ir).  

The reaction measurements were performed in a typical plug-flow quartz reactor. 

Samples were loaded into the reactor in the glove box and purged with dry (Restek O2/H2O 

traps) He before reaction. Ethylene (OxArc, 99.995% purity) was delivered into the system 

through a separate set of moisture and oxygen traps. Approximately ~30 mg of catalyst powder 

was loaded into the quartz reactor for each run. The ethylene flow rate was ~10 sccm/min in the 

undiluted stream to achieve a residence time of ~0.2 s. An Agilent 7890 Gas Chromatograph 

equipped with an FID was used to analyze the system effluent. An Agilent HP-PLOT/Q column 

(30 m, 0.53, 40 μm film) was used for separation. Hydrocarbons response factors were calibrated 

with hydrocarbon mixtures. Turn-over frequencies with respect to butadiene formation were 

calculated by the moles of butadiene produced divided by the moles of metal loaded into the 

zeolite sample per hour. Turn-over frequencies with respect to ethylene consumption towards 

butadiene formation were calculated by the moles of butadiene produced times two divided by 

the moles of metal loaded into the zeolite sample per hour. Turn-over frequencies with respect to 

butene formation were calculated by the total moles of all butenes produced divided by the moles 

of metal loaded into the zeolite sample per hour. Selectivities were calculated as the moles of the 

C4 chemical of interest formed divided by the total C4 chemicals simultaneously produced. 
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27Al MAS NMR measurements were performed at room temperature on a Bruker 850 

MHz NMR spectrometer operating at a magnetic field of 19.975 T. The corresponding 27Al 

Larmor frequency was 221.413 MHz. All spectra were acquired at a sample spinning rate of 18.0 

kHz (± 5 Hz) and externally referenced to 1.0 M aqueous Al(NO3)3 (0 ppm). 13C and 1H-13C CP 

measurements were conducted on a Varian Inova 300 MHz spectrometers. The corresponding 

13C Larmor frequency was 75.43 MHz. Spectra were externally referenced to adamantae at 38.48 

ppm and a sample spinning rate of 3.4 kHz at the magic angle was employed. 

 

 

Figure S100. FTIR during CO adsorption on dry 0.4% Ni/BEA, P(CO)max =5 Torr. 
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Figure S101. HAADF-STEM images of 0.4% Ni/BEA in different projections. 

 

 

Figure S102. EDS maps of 0.4% Ni/BEA for O, Si, Al, Ni, overlay of Al and Ni maps, as well as the corresponding 

HAADF-STEM image for which EDS maps were collected. 



 

 

406 

 

Figure S103. FTIR during vacuuming of Ni(II)-CO complex; Ni(II)-CO resists evacuation at RT. Final P=0.05 Torr. 

 

Figure S104. FTIR during ethylene adsorption (5 Torr) on Ni(II)-CO complex at RT. Ethylene completely displaces 

CO Ni(II)-CO + C2H4  Ni-(C2H4) + CO 
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Figure S105. FTIR in the CH-stretching region during ethylene adsorption (5 Torr) on Ni(II)-CO complex at RT. 

The bands at 3,099, 3,078, 3,029 and 3,001 cm-1 are typical for pi-coordinated H2C=CH2 adsorbed on a d8 metal 

center in organometallic compounds, such as in Rh(I) and Pd(II) in zeolite. 

 

 

Figure S106. FTIR during NO adsorption on dry 0.4% Ni/BEA, P(NO)max=5 Torr; One type of Ni(II)-NO complex 

is formed. The FWHM of the NO band is ~12 cm-1. 
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Figure S107. FTIR during vacuuming of Ni(II)-NO complex; Ni(II)-NO resists evacuation at RT. Final P=0.02 Torr. 

 

 

Figure S108. FTIR during ethylene adsorption (0.2 Torr) at RT on Ni(II)-NO. Ethylene displaces NO: Ni(II)-NO + 

C2H4  Ni-(C2H4) + NO. 
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Figure S109. FTIR during CO adsorption (1 Torr) on the Ni(II)-NO complex. Ni(II)-NO is not displaced by CO, 

instead it forms Ni(II)(NO)(CO) complex with CO stretch at 2,152 cm-1 and NO stretch at 1,870 cm-1. 

 

 

Figure S110. FTIR during CO adsorption (5 Torr) on 0.4% Ni(II)/BEA at liquid nitrogen (77 K) temperature. 2,214 

and 2,204 cm-1 belong to CO adsorbed on Ni(II) ions. The 2,176 cm-1 band belong is CO adsorbed on Brönsted acid 

protons of H-BEA, the 2,156 cm-1 band is CO interacting with silanols. 
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Figure S111. FTIR during vacuuming at liquid nitrogen temperature (77 K) of Ni(II)-CO complexes. 

 

Figure S112. FTIR during C2H4 adsorption (2 Torr) at liquid nitrogen temperature (77 K) on Ni(II)-CO complexes. 

The 2,214 and 2,204 cm-1 CO bands of Ni(II)-CO complexes demonstrate markedly different behavior: the 2,214 cm-

1 band decreases quickly but the 2,204 cm-1 band is relatively stable. This indicates that 2,214 and 2,204 cm-1 bands 

do not belong to a Ni(II)(CO)2 dicarbonyl complex but to two different NI(II)-CO complexes, in which the 2,214 cm-

1 [belonging to one Ni(II)-CO complex] is very susceptible to ligand replacement with ethylene even at 77K: Ni(II)-

CO + C2H4  Ni(II)-C2H4 + CO. Peculiarly, C2H4 easily displaces CO adsorbed on Brönsted acid protons of H-

BEA (band at 2176 cm-1). 
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Figure S113. FTIR in the CH-stretching region during C2H4 adsorption (2 Torr) at liquid nitrogen temperature (77 

K) on Ni(II)-CO complexes that were formed at 77 K (complimentary to Figure S112). The unusually intense bands 

at 3,091-2,074 cm-1 correspond to pi-coordinated H2C=CH2 interacting with –OH groups of zeolite: although this 

interaction is much weaker at RT, at liquid nitrogen such complexes are significantly more stable, thus the high 

intensity of these bands. 

 

Figure S114. FTIR in the OH-stretching region during C2H4 adsorption (2 Torr) at liquid nitrogen temperature (77 

K) on Ni(II)-CO complexes that were formed at 77 K (complimentary to Figure S112). OH bands of silanols at 

~3,730 cm-1 decreases and forms a broad band at ~3,580 cm-1 due to formation of –OH--Ethylene adducts. 
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Figure S115. FTIR during CO adsorption (5 Torr) at RT on 0.4% Ni/BEA after C2H4 catalysis for 1 hr at 200ºC in 

the FTIR cell. 

 

Figure S116. FTIR during adsorption of CO on dry 0.4% Ni/BEA P(CO)max=5 Torr, before and after exposed to 

C2H4 at 200ºC in the FTIR cell for 1 hr; Only one type of Ni(II)-CO complex forms. The ~2,228 cm-1 CO band is 

ascribed to CO adsorbed on extra-framework Al(III) sites. The FWHM of the CO band is ~ 9-10 cm-1. 
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Table S19. Initial TOF (with respect to butadiene formation) and selectivity to butadiene for 0.4% Ni/BEA. 

Conditions: 30 mg, C2H4 flow rate 10 sccm/min, GHSV ~ 40,000 hr-1 

Temperature, ºC Initial TOF, hr-1 Initial Selectivity, % 

80 6.7 35 

120 122 65 

200 203 29 

250 180 31 

 

 

 

Figure S117. 27Al MAS Solid-state NMR spectra for 0.4% Ni/BEA fresh (before catalysis) and spent (after C2H4 

catalytic reaction at 220ºC for 1 hour). 
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Figure S118. TOF (with respect to butadiene formation) trends as a function of time on stream for 0.4% Ni/BEA. 

Conditions: 30 mg, C2H4 flow rate 10 sccm/min, GHSV ~ 40,000 hr-1 

 

 

Figure S119. Additional HAADF-STEM images of 0.7% Ir(CO)2/FAU in low magnification (showing absence of Ir 

nanoparticles) and high-magnification (showing presence of well-dispersed Ir atoms). 
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Table S20. Initial TOF (with respect to butadiene formation) and selectivity to butadiene for 0.7% Ir(CO)2/FAU 

Conditions: 30 mg, C2H4 flow rate 10 sccm/min, GHSV ~ 40,000 hr-1 

Temperature, ºC Initial TOF, hr-1 Initial Selectivity, % 

80 0 0 (100% selective to butenes, TOF ~1.5 hr-1) 

180 0 0 (100% selective to butenes, TOF ~ 20 hr-1) 

225 203 29 

250 180 31 

 

 

Figure S120. DRIFTS during Ir(CO)2 reaction under pure C2H4 flow at 80-220ºC. Ir(CO)(C2H4) is the only stable 

complex observed under these conditions. 
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Figure S121. Additional HAADF-STEM images of 0.7% Ir(CO)2/FAU, in low magnification and high-magnification 

after C2H4 catalysis at 200ºC. The sample was transferred from the reactor into the HAADF-STEM in a special 

sample holder void of oxygen and moisture. 
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Figure S122. 13C and 1H-13C CP MAS NMR spectra of 0.7% Ir(CO)2/FAU after exposure of -2” Hg 13C2H4 at room 

temperature. The MAS speed was 3,418 Hz. Peaks are assigned to ethylene (122 ppm, SSB: 167, 76.3 ppm), π -

coordinated ethylene ligands (50.6 ppm, [J. Phys. Chem. B 2005, 109, 51, 24236-24243], and vinyl [Bulletin of the 

Academy of Sciences of the USSR, Division of chemical science, 1981, Volume 30, Issue 8, pp 1581, 13C NMR 

spectra and structure of iron carbonyl π complexes of vinylsilanes] (44.9 and 40.3 ppm), further supporting the 

infrared spectroscopy results. CP refers to cross-polarization. SP refers to single pulse. 

 

 

Figure S123. 13C MAS Solid-state NMR spectra for 0.7% Ir(CO)2/H-FAU after in situ reaction with 13C2H4 at 150ºC 

for 1 hr. Polymeric carbonaceous deposits are observed as a broad band in Cross-Polarization spectra between 80 

and 150 ppm. Gas phase ethane is also present (4 ppm). [App. Cat. 1988, 45, 345-356] CP refers to cross-

polarization. SP refers to single pulse. 
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Figure S124. 27Al MAS Solid-state NMR spectra for 0.7% Ir(CO)2/FAU with Si/Al~15 fresh (before catalysis) and 

spent (after C2H4 catalytic reaction at 225ºC for 1 hour). 
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Figure S125. Probable mechanism for butene and butadiene formation from ethylene on Ir(CO)2/FAU and Ni/BEA. 

In this mechanism C-H bond of ethylene is activated homolytically. Note, that completely analogous steps apply for 

Ni(II)/BEA system, except in that case no CO molecule is adsorbed on Ni. Oxidative addition of C-H bond of 

ethylene to Ni(II) produces Ni(IV)(H)(C2H3) nickel (IV) vinyl hydride species. Coordination of the metal atom to the 

zeolite framework is shown only as a representation and could be flexible. 
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Figure S126. Probable mechanism for butene and butadiene formation from ethylene on Ir(CO)2/FAU and Ni/BEA. 

In this mechanism, C-H bond of ethylene is activated heterolytically on Ir(I)-O and Ni(II)-O bonds. Note, that 

completely analogous steps apply for Ni(II)/BEA system, except in that case no CO molecule is adsorbed on Ni. 

Coordination of the metal atom to the zeolite framework is shown only as a representation and could be flexible. 
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Figure S127. Mechanism for butene and butadiene formation from ethylene on Ir(CO)2/H-FAU and Ni/BEA 

viametallocyclopentane intermediates. In this mechanism, two ethylene molecules couple on Ir(I) and Ni(II) sites 

with the formation or Ir(III) iridacyclopentane and Ni(IV) nickelcyclopentane intermediates initially. In the case of 
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Ni, no CO molecules are coordinated to Ni(II). Coordination of the metal atom to the zeolite framework is shown 

only as a representation and could be flexible. 

 

Figure S128. DRIFTS over time (1-5 minutes) of Ir(CO)(C2D4) during reaction with pure H2 (H2 flow ~10 cc/min). 

CO band of Ir(CO)(C2D4) at ~2,050 cm-1 selectively goes down and a new CO band grows at 2,065 cm-1. 

Simultaneously, a weak band develops at 2,150 cm-1, assigned to Ir-H stretch. The selective formation of 

Ir(III)(CO)H2 complex takes place: Ir(I)(CO)(C2H4) + 2 H2  Ir(III)(CO)(H)2 + C2H6 
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Figure S129. DRIFTS difference spectra (in time 1-5 minutes) during Ir(CO)(C2D4) during reaction with pure H2 

(H2 flow ~10 cc/min). This shows clean selective conversion of Ir(I)(CO)(C2D4) to Ir(III)(CO)(H)2. Unlike 

Rh(III)(CO)(H)x/FAU which has a complex Rh-H band structure due to the formation of families of rhodium 

carbonyl hydride complexes with undissociated and dissociated hydrogen ligands Rh(I)(CO)(H2) and 

Rh(III)(CO)(H)2 in FAU micropores (see references 17 and 18 in the main text), the Ir sample shows clean 

conversion to Ir(III)(CO)(H)2 

 

Figure S130. DRIFTS in time (2 minutes) during Ir(III)(CO)H2 reaction with D2. The following reaction takes place:  

Ir(III)(CO)(H)2 + D2   Ir(III)(CO)(D)2 + H2; this fully confirms our assignment of 2150 cm-1 band to the Ir-H 

stretch, it disappears due to the formation of the Ir-D bond. 
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Figure S131. Comparison of DRIFTS spectra after the first 2 minutes of [Ir(CO)2/FAU+C2H4] reaction (red 

spectrum) and [Ir(CO)2/FAU + C2D4] reaction (blue spectrum). Note, that the 2,178 cm-1 Ir-H band is absent in the 

C2D4 treated spectrum, confirming it is not a CO vibration but Ir-H vibration. 

 

Figure S33. DRIFTS spectra during ethylene interaction Ni/BEA, showing no discernible features that could be 

attributed to Ni-H species. Dehydrated Ni/BEA sample was used as a background. Ethylene was flowed through the 

cell (blue spectrum in ethylene flow), we then purged ethylene with He continuously. The isoelectronic nature of 

Ni(IV), Rh(III), and Ir(III) hydrides, it is expected that the Ni(IV)-H stretch arise in the 2,100 cm-1 region. We note, 

however, that we were unable to observe the Ni(IV)-H intermediates either due to their small abundance and/or 

metastable nature. Furthermore, we believe that the Ni(IV)-H band stretching IR frequency would be difficult to 

identify is due to the low molar extinction coefficients of such species. Few such Ni-H IR frequencies are reported 

for well-defined organometallic nickel (I and II) hydride complexes for the same reason, and no to our knowledge 

no Ni(IV)-H complex has ever been reported. Only recently has Melanie Sanford’s group produced these extremely 

metastable Ni(IV) complexes crystallographically under extreme conditions and with specialized ligands. More 

work is underway in our laboratory to identify the elusive intermediates.  
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Appendix J: Publication – Variable Temperature, Pressure Operando MAS NMR for 

Catalysis Science 

From Nicholas R. Jaegers, Karl T. Mueller, Yong Wang, and Jian Zhi Hu* Accounts of Chemical 

Research (Under Review) 

 

Abstract 

The characterization of catalytic materials under working conditions is of paramount 

importance for a realistic depiction and comprehensive understanding of the system. Under such 

relevant environments, catalysts often exhibit properties or reactivity not observed under 

standard spectroscopic conditions. Fulfilling such harsh environments as high temperature and 

pressure is a particular challenge for solid-state NMR where samples spin several thousand times 

a second within a strong magnetic field. To address concerns of the disparities between 

spectroscopic environments and operando conditions, novel MAS NMR technology has been 

developed that enables the probing of catalytic systems over a wide range of pressures, 

temperatures, and chemical environments. In this account, new efforts to overcome the technical 

challenges in the development of operando MAS NMR will be briefly outlined. Emphasis will be 

placed on exploring the unique chemical regimes that take advantage of the new developments. 

With the progress achieved, it is possible to collect information on various nuclear constituents 

(1H, 13C, 23Na, 27Al, etc.) as well as assess time-resolved interactions and transformations. 

Operando NMR enables the direct observation of chemical components and their 

interactions with active sites (such as Brønsted acid sites on zeolites) to reveal the nature of the 



 

 

426 

active center under catalytic conditions. Further, mixtures of such constituents can also be 

assessed to reveal the transformation of the active site when side products, such as water, are 

present. These interactions are observed across a range of temperatures (-10ᵒC to 230ᵒC) and 

pressures (vacuum to 100 bar) for both vapor and condensed phase analysis. When coupled with 

2D NMR or computational modeling, specific binding modes are identified where the adsorbed 

state provides a distinct signature. In addition to vapor phase chemical environments, gaseous 

environments can be introduced and controlled over a wide range of pressures to support 

catalytic studies that require H2, CO, CO2, etc. Mixtures of three phases may also be employed. 

Such reactions can be monitored in situ to reveal the transformation of the substrates, active 

sites, intermediates, and products over the course of the study. Coupling operando NMR with 

isotopic labeling experiments reveals specific mechanistic insights otherwise unavailable. 

Examples of these strategies will be outlined to reveal important fundamental insights on 

working catalyst systems possible only under operando conditions. Extension of operando MAS 

NMR to study the solid-electrolyte interphase and solvation structures associated with energy 

storage systems and biomedical systems will also be presented to highlight the versatility of this 

powerful technique. 
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Modern chemical transformations extensively rely on catalytic chemistry to provide the 

desired product. Catalysts are involved in the production of an estimated 30% of all global 

products and 90% of chemicals440, covering diverse industries as petrochemicals441, emissions 

controls58, and agriculture442, to name a few. A solid understanding of how these systems 

function, either through structural characterization or mechanistic insight, is imperative for the 

thoughtful design of new materials or optimization of chemical processes. To address such 

questions, advanced characterization techniques have been developed to elucidate the underlying 

structures and reaction mechanisms of chemical systems. In situ and operando characterization is 

of particular interest due to the relevance of revealing the state of the catalyst under operating 

conditions, often at significantly elevated temperatures or pressures. Magic-angle spinning 

nuclear magnetic resonance spectroscopy (MAS NMR) is an excellent tool for such 

investigations on heterogeneous catalysts due to the non-destructive nature of the 

characterization and the sensitivity to small changes in the chemical environment of the nucleus. 

As such, the development of in situ and operando solid-state NMR technologies for high 

temperature and pressure has been a subject of great interest to catalysis and other fields.8, 235 
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Though a powerful technique used to probe chemical systems, overcoming the technical 

difficulties of a non-magnetic vessel capable of withstanding high temperatures and pressures 

while spinning several thousand times per second has been a challenging endeavor. 

The early history of operando NMR has been extensively detailed elsewhere.235 Briefly, 

early adaptations took the form of flame-sealed tubes9-11 or polymer inserts12-13 which exhibited 

undesirable operational limitations. Newer efforts for improved rotor performance have centered 

on rotor designs which can handle high temperatures and pressures under conditions of fast 

spinning rates, which were extensively used to reveal the nature of stored CO2 for carbon 

sequestration.14-15 Modern rotor schemes have suffered from limitations in the maximum 

operating temperature or sample volume due to the use of epoxy or ceramic inserts.14-15, 443 The 

present state of the modern rotor design is depicted in Figure 14. The all-zirconia cavern-style 

rotor sleeve is milled with a threaded top to allow for a secure seal. Reverse threading prevents 

sample rotation from loosening the zirconia cap and an O-ring (or two) constitute the sealing 

surfaces, enabling a mechanical strength, chemical resistance, and temperature tolerance that is 

maximized for flexibility of performance. These designs are suitable for temperatures and 

pressures up to at least 250ᵒC and 100 bar, limited by readily-available NMR probe technology. 

A complimentary technology was recently developed that substantially reduces unit production 

costs by employing simple snap-in features in a commercial rotor sleeve.18 Termed WHiMS, this 

rotor avoids the need for specialize loading equipment by employing a check valve for gas 

loading. This design has been demonstrated to withstand 275 bar of pressure (20ᵒC) or 325ᵒC at 

significantly decreased pressure. Both of these rotor technologies are quite similar in sample 

volumes, ~400 μl for the 7.5 mm OD iterations. The preparation of solids and liquids in the 
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rotors is nearly identical and both are dependent on a force applied to an O-ring for sealing. The 

key differences in these designs stems from the required production and operation resources as 

well as the flexibility of gas atmosphere introduction. The WHiMS is more restrictive to a 

loading pressure higher than 5 bar and the rotor sized is limited to 5 mm and above due to the 

difficulties of engineering high mechanical strength plastic valves. The all-zirconia design is 

more scalable to smaller rotor sizes to accommodate limited sample applications and the 

requirement of faster sample spinning at high field for studying quardupolar nuclei (e.g., as small 

as <3.2 mm rotor size and spinning rate up to greater than 15kHz).   

The WHiMS rotor takes advantage of a check valve to maintain internal pressure and 

offers the ease of gas introduction by simple exposure to a high-pressure external atmosphere. 

Gases may be sequentially added to the desired makeup, provided the external gas pressure 

exceeds both the internal pressure and the pressure required to open the check valve (>5 bar 

gauge for a 5 mm OD rotor). To charge the all-zirconia rotors with a gas atmosphere, a specially-

designed rotor loading chamber must be utilized. The all-zirconia rotor would be fixed within the 

loading chamber, and gases of varying pressures (from vacuum up to >2,000 psi) and 

temperatures (<0 to >100ᵒC) could be introduced to the chamber volume around the rotor by use 

of gas manifolds. When the conditions are satisfactory, the rotor cap is threaded closed using a 

bit piece that matches the cap style (exploded hex or socket of the appropriate size) that is 

magnetically coupled to a rotating rod on the exterior of the chamber, enabling tight 

environmental control and eliminating the need for a rotating high pressure sealing surface. 

Viewing windows on the chamber enable the observation of the cap seating while maintaining 

the desired environment. The modular nature of the interior enables rotors from 9.5 mm to 2.5 



 

 

430 

mm to be used in the same system with a small change in the rotor stage components. As such, 

the complementary technologies offer options for either preparation convenience and fewer 

resource requirements or a more expansive range of control of the internal environment of the 

rotor. Due to the range of convenience and control options, these two technologies have been 

used for an array of applications to strengthen scientific understanding of catalytic systems. 

 

 

Figure 14. Schematic of high-temperature, high-pressure operando NMR rotors loaded within the specially-

designed loading chamber and an internal component view. Adapted with permission from J. Z. Hu et al, Chem. 

Comm. 2015, 51, 13458-13461. Copyright 2015 Royal Society of Chemistry. 
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In addition to batch-style in situ NMR investigations, continuous flow NMR probes have 

been employed to better mimic the conditions of a fixed-bed reactor while taking advantage of 

the benefits afforded by MAS.22-26 In these designs, an axial tube delivers gases to the bottom of 

the catalyst bed which were then allowed to flow up and leave through the top of the rotor. 

Alternatively, the gas profile entered the top and exited the bottom with the aid of a slight 

vacuum on the exit channel to encourage flow.444 While such efforts certainly have brought 

unique insight and represent advancement in technical capabilities, the technique suffers from 

channeling of the catalyst bed and other issues of flow induced by backpressure and/or mixing of 

gases with the bearing and drive gas of the MAS technique.444 Nevertheless, such technologies 

continue to provide unique insight and offer new opportunities to couple characterization 

techniques. The inclusion of quartz window on the bottom of the NMR rotor, for example, has 

been shown to be an effective method for coupling NMR measurements with UV-vis 

spectroscopy.445 

The scalable nature of rotor design and modular loading chamber components makes it 

an excellent tool for multinuclear investigations on the structure of catalyst materials since an 

array of probes, and thus spinning rates, and magnetic fields may be employed to provide a 

thorough illustration of the material. A recent publication has reviewed the characterization of 

active metal sites in zeolites by NMR,446 but the evolution of the materials synthesis process 

which generates an active catalyst structure is uniquely possible with specialized NMR 

capabilities that enable high pressure and temperature resilience. Such transformations have been 

reported for the crystallization of AlPO4-5 where operando 1H, 13C, 27Al, and 31P MAS NMR 

were combined to reveal a semi-crystalline phase that served as an intermediate during the 
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hydrolysis and condensation reactions which constitute the crystallization mechanism.19, 447-448 In 

this example, NMR was able to clearly show the expulsion of excess water, phosphate, and 

aluminum to yield a crystalline catalytic solid. Similar principles can be applied to understand 

the formation of catalytic materials in zeolites. 

 23Na and 27Al are attractive nuclei to observe such operando transitions due to their 

sensitivity and presence in a variety of synthesis gels.449 For example, the formation of the 

faujasite (FAU) zeolite crystal structure was previously described by operando 23Na and 27Al 

MAS NMR, revealing the kinetics of crystallization of the material structure at elevated 

temperature and pressure.450 The time-resolved spectroscopic data presented in Figure 15 

illustrate not only the importance of temporal resolution for observing the evolution of 

centerband features, but how spinning sidebands can also offer unique insight into the evolution 

of the structure. Figure 15A-C reveal the presence and evolution of two 27Al species: solid 

tetrahedral aluminum from the framework (AlFt at 62 ppm) which shifted from 60 ppm as the 

extended framework formed and a narrow, liquid 27Al species (Al(OH)X
- at ~76 ppm) which 

would shift slightly depending on hydroxyl replacement with siloxy groups. The intensity of AlFt 

increased and the linewidth decreased during the crystallization process, indicating the improved 

crystallinity over the course of the experiment. The Al(OH)X
-  species decreased in intensity as it 

was incorporated into the framework, while the linewidth was relatively invariant.  

The 23Na species were also monitored during framework formation. While the 

asymmetric centerband feature narrowed and slightly moved downfield, this was shown to 

actually constitute both the solid and aqueous sodium that were superimposed and complicated a 

detailed analysis of the formation of FAU. Second-order quadrupolar interactions were 
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sufficiently suppressed under these conditions, however, to gain insight from the spinning 

sidebands (Figure 15D-E) which exhibited two distinct framework cationic sites at -20 ppm 

(sodalite positions) and -22 ppm (supercage positions). Both species grow as the crystallization 

process completes and the sodalite population reaches saturation prior to that of the supercage. 

Further, it is shown that cationic sites populate supercage and sodalite sites at a ratio of 70:30, 

which provides direct evidence to the types of confined environments to which substrate 

molecules and their reactive intermediate states are subject. 

Not only is the formation of an extended crystal structure of a material of great 

importance, but so is the behavior of the catalytically active site. Identification of the active 

center of a catalyst is appropriately regarded as an integral step in evaluating the performance of 

a catalyst material and discerning the underlying reaction mechanisms. Material surfaces have 

dynamic structures that are significantly impacted by the local environments around the active 

centers.109, 230 As such, it is necessary to conduct spectroscopic measurements under conditions 

relevant to the reaction of interest to gain a firm understanding of the true nature of the active 

centers. Acidic zeolite sites, for example, are well known to catalyze an abundance of reactions. 

Their acid sites are highly sensitive to the chemical environment and readily adapt to changes in 

the surrounding atmosphere. 
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Figure 15. (A) In situ 27Al MAS NMR spectra showing the changes during the synthesis of FAU. Deconvolution of 

the spectra (3-hour heating period shaded in gray) led to modulation of the peak area (B) and line width (C) 

observed for liquid Al(OH)x
– and solid tetrahedral Al (Al[Fr]). Changes in the spinning side band associated with 

solid Na+ material as a function of synthesis time (D). A high-field peak and a low-field peak were identified at −22 

and −20 ppm, respectively. Panel E shows the kinetic transformation of amorphous material into crystalline FAU as 

directed by the speciation of Na+ ions [plotted as formed fraction of the final concentration of sodalite (− 20 ppm) 

and the supercage (− 22 ppm)]. Reprinted with permission from S. Prodinger et al. Chem. Mater. 2018, 30, 888-

897. Copyright 2018 American Chemical Society. 
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Recently, the impact of water on zeolite HZSM-5 was detailed by employing a 

combination of in situ 1H single-pulse and 1H-29Si cross-polarization NMR, depicted in Figure 

16.230 It was shown that under conditions of hydration, the Brønsted acid proton would 

progressively detach from the framework oxygen atom. At low water loadings, the detachment 

took the form of an elongated HBA-OF bond due to hydrogen bonding of the acid proton with one 

adsorbed water molecule. Under this regime, the 1H-29Si CP NMR illustrated an increase in 

silicon species due to the more efficient polarization of silicon atoms from the additional 

proximal protons. With the subsequent addition of water at hydration levels exceeding two water 

molecules per BAS, the in situ 1H-29Si CP NMR signals were suppressed. Concurrently, selective 

excitation spin-echo experiments revealed a 1H peak at 9 ppm which represents a hydronium ion 

(H3O
+) that is difficult to observe otherwise. Experimental and computation evidence confirmed 

the presence and assignment of hydrated hydronium ions which solvate the acid proton from the 

framework sites and undergo extensive molecular motion and exchange with surrounding water 

molecules. Both the longer 1H-29Si distances and the increased mobility led to a smaller CP 

signals. This exchange was found to extensive at elevated temperatures, even at low water 

concentrations. The employment of Hahn-echo and cross-polarization pulse sequences have also 

been used to discriminate between molecules reacting in the pore and at the pore mouth of 

zeolites to identify the active centers. It was found that the etherification of citronellene with 

ethanol primarily occurs on the pore mouth instead of the zeolite pore due to ethanol’s 

preferential adsorption in the pore and the easily accessible acid sites at the pore opening.451 
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Figure 16. Schematic representation of the genesis and stability of hydronium ions in HZSM-5 as a function of 

water content in the framework. Reprinted with permission from M. Wang et al. J. Am. Chem. Soc. 2019, 141, 3444-

3455. Copyright 2019 American Chemical Society. 

A firm mechanistic description is also of great interest for understanding the chemistry 

operating during a reaction on the defined active centers. In situ NMR offers extensive 

opportunities to highlight the underlying chemical pathways of reactivity for heterogeneous 

catalysts. This may come from isotopic labeling to trace out a pathway, or identification of the 

presence and dynamics of surface intermediates.452-454 In particular, extensive work has been 

conducted to trace out the mechanisms of reactions within zeolite frameworks, owning to the 

relatively well-defined structures they offer.455-457 Propane activation over Zn/H-MFI, for 

example, was explored by in situ NMR to highlight the formation of a zinc-propyl species in 

concert with Zn-OH groups prior to propane conversion This dissociative adsorption initiates 

reactivity on the zinc center and contrasts the protonation mechanism observed on the Brønsted 

acid sites of unmodified zeolites.458-460 Zinc modification was also studied for the carbonylation 

of ethane which reveals zinc-ethyl and methoxy species as the key intermediates.461  

Due to the elevated temperatures and pressures required for condensed phase reactions, 

sealed rotors are uniquely suited for an in situ analysis of the evolution of species during the 

process. The dehydration of cyclohexanol, for example, has also been of interest and explored in 
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detail by in situ NMR in conjunction with kinetic studies.443  It was demonstrated that the 

aqueous-phase dehydration of 1‐13C‐cyclohexanol on H-BEA zeolite occurs through a 

cyclohexyl cation which undergoes a 1,2‐hydride shift via an E1 mechanism. Such insights were 

extended to more complex reaction networks involving cyclohexanol and water. For example, 

phenol alkylation in H-BEA zeolite has been the focus of multiple studies due to the strong 

interest in catalytic conversion of lignin-derived phenolic compounds to improve the value of the 

chemicals and identify the key reaction pathways for the transformation thereof.265, 377  

Such processes include alkylation and dealkylation transitions which adjust the carbon 

number of substrate species and pose interesting mechanistic questions which can be addressed 

by in situ NMR.462 The alkylation of phenol is an electrophilic aromatic substitution which can 

take place with either alcohols (protonated alcohol) or alkenes (carbenium) as alkylation agents. 

The alkylation of phenol with cyclohexanol and cyclohexene in decalin was previously studied 

by in situ 13C MAS NMR. The results revealed a detailed pathway whereby alkylation products 

were minimal until a majority of the cyclohexanol co-reactant was dehydrated to cyclohexene on 

the acid sites.377  This was shown to be caused by the absence of reactive electrophile, which was 

present as a cyclohexyl carbenium when the cyclohexanol concentration was suppressed. This 

carbenium is directly formed by the protonation of cyclohexene by the Brønsted acid site and not 

during the dehydration of cyclohexanol. Subsequent work greatly expanded upon these 

observations in high detail only possible with in situ NMR to show a thorough view of how 

alkylating reagents and solvents alter the reaction pathways of H-BEA-catalyzed phenol 

alkylation.265  
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Figure 17. Reaction with cyclohexanol (a). Reaction with cyclohexene (b). Green triangles, phenol; red squares, 

cyclohexanol; blue diamonds, cyclohexene; purple diamonds, 2-cyclohexylphenol (2-CHP); blue squares, 4-

cyclohexylphenol (4-CHP); orange circles, 2,4-dicyclohexylphenol (2,4-DCHP); green line, cyclohexyl phenyl ether 

(CHPE); blue crosses, 1-cyclohexylcyclohexene (1-CC). Reaction conditions: 5.0 g phenol, 5.0 g cyclohexanol (a) 

or cyclohexene (b), 0.2 g (a) or 1.0 g (b) H-BEA-150, 100 ml decalin, 5 MPa (ambient temperature) H2, stirred at 

700 r.p.m., 160°C. Reprinted with permission from Y. Lui et al. Nat. Cat., 2018, 1, 141-147. Copyright 2018 

Springer. 

Figure 17 reveals the time-resolved development of phenol alkylation with cyclohexanol 

(a) and cyclohexene (b), in solvent decalin. As previously reported, dehydration of cyclohexanol 

(red squares) to cyclohexene (blue diamonds) and dicyclohexyl ether was the primary 

transformation during the first period of time in the reaction at 160ᵒC. Phenol (green triangles) 

remained relatively unperturbed during this induction period. Not until ~70% of the 

cyclohexanol was dehydrated did C-C and C-O bond coupling alkylated phenol products form. 

The C-C alkylation products steadily increased with time, while the C-O alkylation products 

exhibited a transient behavior characterized by an enhancement in signal intensity after the 

induction period, followed by a decrease in concertation at higher reactions times. In contrast, 

when cyclohexene was used as an alkylation agent, the reaction initiated immediately. The 

concentration of cyclohexanol in the aqueous phases did not play a role in the observed reation 

rate, but this was an influencing factor when decalin was used as a solvent. Based upon this 
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observation and the detailed results of the reaction with cyclohexanol as the alkylating agent, a 

scheme was proposed on the basis of monomer and dimer pathways (Figure 18).  

13C scrambling in decalin was shown to occur between 3- and 4-13C-cyclohexenes after 

an induction period, in direct contrast to aqueous phase observations where 1-, 3- and 4-13C-

cyclohexenes scramble from the initial phase of the reaction. It was suggested that cyclohexanol 

does not form a lower-activity alcohol-alcohol dimer in water-filled pores, which is prevalent in 

aprotic solvents such as decalin. The monomer-dimer distribution is also suggested to not 

increase dramatically as cyclohexanol was consumed, resulting in a lower concentration of 

carbenium ions compared to the aqueous phase. Instead, the scrambling is a direct result of the 

readsorption of cyclohexene onto the active center. It was also revealed that hydrated hydronium 

ions exhibited less-favorable carbenium ion formation than the non-hydrated acid sites present in 

apolar solvents, despite the necessity of cyclohexanol to dehydrate prior to carbenium ion 

formation from cyclohexene. Such insights were made possible by the contributions of in situ 

NMR observing the fine dynamic development of chemical species. 
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Figure 18. Reaction pathways proposed on the basis of in situ 13C NMR measurements of 1-13C-cyclohexanol 

dehydration on HBEA in decalin at 126 °C. Within 0–200 min, a significant fraction of the reaction occurs via 

elimination from alcohol dimer species (the monomer path not shown), while cyclohexene re-adsorption is severely 

hindered; within 200–500 min, olefin formation occurs via monomeric (increased contribution) and dimeric 

cyclohexanol (reduced contribution), and cyclohexene re-adsorption becomes less hindered with decreasing surface 

abundance of dimer species; within 500–780 min, cyclohexene re-adsorption becomes more pronounced after more 

than 70% of cyclohexanol is converted, and the distribution of labels becomes fully randomized at the end. Reprinted 

with permission from Y. Lui et al. Nat. Cat., 2018, 1, 141-147. Copyright 2018 Springer. 

In addition to the consumption of phenol, its generation from the hydrogenolysis of 

benzyl phenyl ether, catalyzed by Ni/γ-Al2O3 has been investigated by MAS NMR employing 

the WHiMS rotor system.463 This systems reveals the unique role a co-reactant can play in the 

chemical transformation of interest. The key finding enabled by the use of in situ NMR showed 
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that 2-propanol, the solvent employed in the study, served as the source of H2 during the 

reaction, dehydrogenating to acetone.  

In addition to monitoring reactions for heterogeneous catalysis, sealed MAS rotors offer distinct 

advantages in monitoring the transformations occurring in biological systems as well as the 

interphase and solvation structures in electrochemical energy storage systems. This rotor 

technology has demonstrated suitability for use in biological tissue examination, as shown in 

Figure 19.19 In situ MAS NRM analysis of an in-tact tissue from a mouse liver enabled the 

observation of a variety of chemical constituents such as glucose, glycogen, and an array of 

functional groups. Modulation of the temperature without a loss in signal indicates that such 

sealing capabilities will eliminate the concern for biofluid leaking, advantageous for both safety 

and experimental accuracy. Since the rotor may easily accommodate low temperatures, it enables 

extended analysis at conditions which prevent biological tissue degradation. Such a sealing rotor 
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simplifies the metabolic profiling of intact tissues by MAS NMR. 

 

Figure 19. Stacked plot of the variable-temperature 1H MAS NMR spectrum of 280 mg mouse-liver from 0C to 

25C. Reprinted with permission from J. Z. Hu et al, Chem. Comm. 2015, 51, 13458-13461. Copyright 2015 Royal 

Society of Chemistry. 

Another related subject includes that of understanding the interfacial interactions and 

solvation structures of materials for energy storage. Similar to catalysis applications, much of the 

critical chemistry for electrochemical cells occurs at the surface. Figure 20 highlights this 

concept for electrolyte 1.0M Mg(TFSI)2 in diglyme (G2) interacting with a simulated MgO 

passivation layer of a Mg electrode.464 Employing sealed rotors enabled the investigation of the 

thermal adsorption and decomposition of the electrolytes without a loss of solution. At elevated 

temperatures, diglyme solvent was shown to decompose on the MgO layer to form surface 

methoxy species. With low Mg(TFSI)2 concentrations, solvent-separated ion pairs were the 

dominating feature of the spectrum. G2 also adsorbs onto the MgO surface. At high salt 
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concentrations, however, contact ion pairs form between Mg and TFSI in the solution and the 

MgTFSI(G2)2(G2)6
+ cation adsorbs onto the MgO surface. Elevated temperatures stimulate 

desolvation converting the surface-interacting solvation structure to MgTFSI(G2)2
+ and releasing 

G2 molecules from the second solvation shell of the original cluster into the solution. Employing 

such a technique for battery applications demonstrates that the composition of the electrolyte has 

a directing role in the species present on the electrode surface, which may impact the structures 

and constituents of the solid–electrolyte interface on working electrodes. Such detailed 

observations of surface-interacting and solutions species at elevated temperatures are greatly 

benefitted by sealed in situ rotors. 

 

Figure 20. 13C SP/MAS (a) and CP/MAS (b) spectra obtained on MgO and 1.0 M Mg(TFSI)2 in G2 after in situ heat 

treatment at 180 °C for 1 h. (a1,b1) are horizontally expanded regions of (a,b), highlighting MgO surface-mediated 

adsorption products with peaks at approximately 60.94, 68.85, and 70.63 ppm, surface adsorbed G2 with peaks 

located at approximately 59.28, 69.74, and 71.49 ppm, and surface adsorbed TFSI– at 118.3 and 122.4 ppm. No 

electrolyte decomposition is observed for this sample. The right side depicts the desolvation process. Reprinted with 

permission from J.Z. Hu et al. ACS App. Mater. Inter. 2019. Copyright 2019 American Chemical Society. 

The described studies represent the capabilities of the current state of in situ NMR 

technology whereby the formation and identification of the nature of the catalytic active sites can 

be described in detail and a robust analysis of reaction mechanisms at relevant conditions is 
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possible. Reactions occurring in vacuum atmospheres up to several hundred bar and from low 

temperatures (well below 0 C) to 250ᵒC are realizable in systems containing mixtures of solids, 

liquids, and gases. Such a diverse and inclusive operating range sets broad limits for the types of 

systems that can be analyzed by in situ/operand NMR methods. The future work will be strongly 

based on employing the current methods to explore the challenging mixed-phase systems at 

finely-controlled pressures, not previously possible, while addressing key molecular-level 

questions posed in the field of catalysis. Such efforts will involve extending operations to smaller 

rotor sizes for faster spinning at higher magnetic fields, such as to enable well-resolved in situ 

quadrupolar nuclei NMR like that of 27Al MAS NMR at 850 MHz. Such efforts are already 

underway and represent a dramatic improvement over the current precedent. The adaptability of 

such methods make in situ NMR an attractive option for a variety of applications. In fact, not 

only is it relevant to catalysis, but in situ/operando NMR is gaining popularity among fields such 

as geochemistry,465-467 energy storage,8, 464 and biology.19, 468  
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Appendix K: Publication – In situ and Ex Situ NMR for Battery Research 

From Jian Zhi Hu,*‡ Nicholas R. Jaegers,‡ Mary Y. Hu, and Karl Todd Mueller* Journal of 

Physics: Condensed Matter 2018, 30, 463001. 

Abstract 

A rechargeable battery stores readily convertible chemical energy to operate a variety of 

devices such as mobile phones, laptop computers, electric automobiles, etc.  A battery generally 

consists of four components:  a cathode, an anode, a separator and electrolytes.  The properties of 

these components jointly determine the safety, the lifetime, and the electrochemical performance.  

They also include, but are not limited to, the power density and the charge as well as the recharge 

time/rate associated with a battery system.  An extensive amount of research is dedicated to 

understanding the physical and chemical properties associated with each of the four components 

aimed at developing new generations of battery systems with greatly enhanced safety and 

electrochemical performance at a significantly reduced cost for large scale applications.  

Advanced characterization tools are a prerequisite to fundamentally understanding battery 

materials.  Considering that some of the key electrochemical processes can only exist under in 

situ conditions, which can only be captured under working battery conditions when electric wires 

are attached and current and voltage are applied, make in situ detection critical.   Nuclear 

magnetic resonance (NMR), a non-invasive and atomic specific tool, is capable of detecting all 

phases, including crystalline, amorphous, liquid and gaseous phases simultaneously and is ideal 

for in situ detection on a working battery system. Ex situ NMR on the other hand can provide 

more detailed molecular or structural information on stable species with better spectral resolution 

https://en.wikipedia.org/wiki/Rechargeable_battery
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and sensitivity.  The combination of in situ and ex situ NMR, thus, offers a powerful tool for 

investigating the detailed electrochemistry in batteries. 

 

1. Introduction 

The efficient storage of energy has seen a remarkable escalation in importance as an 

increasingly mobile and energy-demanding global population arises. Since the first voltaic piles 

were produced over 200 years ago, progressive improvements to this technology have been made 

to decrease the size, increase the capacity, lengthen the service life, and even allow for the reuse 

of the cell. Due to the convenience of recharging, batteries, in particular Li-ion batteries, have 

become the dominant power source for portable electronic devices and mobile electrically-

powered vehicles.380-381 Consumer demand for devices with enhanced power cycle lifetimes has 

driven the development of rechargeable batteries with continually increasing energy density. As 

these improvements are realized, a given battery class may reach the theoretical maximum 

energy density limit, requiring the use of different internal materials for continued progress. As 

such, extensive research efforts have focused on improving the performance of these energy 

storage devices by utilizing alternative materials within the battery. Judicious electrochemical 

improvements require a thorough understanding of the chemical interactions taking place within 

the battery, prompting a need for thorough scientific research into these technologies. 

The chemistry of batteries occurs with four basic components:  two electrodes (cathode 

and anode), a separator, and an electrolyte. The anode (negative terminal) serves as the source of 

electrons in the electric circuit. The cathode (positive terminal) accepts these electrons. The 
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electrons are transferred through the electrolyte as ions, allowing for the flow of current. Each of 

the electrolyte constituents (i.e. solvent, salts and other additives) has a dramatic impact on the 

performance of the battery and can impact the chemistry of the other materials. The operation of 

a battery is reliant upon electron and ion transfer across solid-solid and solid-liquid interfaces. 

Within a given phase, changes in one component can impact the response of electron and ion 

transfer as well as the reversibility. For rechargeable battery systems, the repeated cycling 

induces the formation of microstructures at the solid-electrolyte interface (SEI) as well as in the 

electrode itself due to the migration of ionic species, which is often responsible for battery 

failure. Thus, it is necessary to have a deep understanding of each component and how they will 

impact the battery’s performance.  

The physical and chemical properties of electrolytes are directly derived from the 

composition of the electrolyte. Maximizing the conductivity, ionic fluidity, non-reactivity with 

electrodes, and stable operating temperature range are important attributes of an electrolyte. 

Anodes should be efficient reducing agents that exhibit good conductivity, high coulombic 

output, and stability. Cathodes, on the other hand, should be efficient oxidizing agents over the 

desired voltage and stable when in contact with the electrolyte. The separator is a porous 

membrane that prevents the direct contact of the two electrodes. It must be stable under the 

reactive conditions and uniformly permeable to the ions or electrolytes carrying the ions.  

There exist a number of important considerations regarding the electrode design beyond 

electrochemical potential. On one hand, the formation of soluble intermediate species is critical 

to harnessing the power of the cell, but dissolved species can also be an indicator of failure, 

requiring the use of carefully designed materials to limit the diffusion of soluble species, as in 
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the case of utilizing sulfur-impregnated carbon nanotubes as a cathode to mitigate diffusion and 

improve cycle stability.469 Refinements to the design of electrodes can also be made to prevent 

significant volumetric expansion of the cell, which is highly undesirable in commercial 

applications. In one such example, a sulfur-titania yolk-shell architecture was used to 

preemptively provide void space for volumetric expansion.470 Other architectures can be 

envisioned to improve the conductivity of the electrodes.471 

Despite these efforts, there is still much to learn about the species generated on electrodes 

and in the SEI during operation. Their nature and the mechanisms by which these 

microstructures arise are difficult to ascertain. Further, the specific reasons for a given electrolyte 

showing promising performance over another are not always intuitive, requiring careful 

molecular level experimental observations to understand the fundamental principles at work. The 

SEI is often poorly understood as well, despite being a key component in advanced 

electrochemical devices. This interface forms as solvent and electrolyte salts are reduced to 

oligomers and crystals on the electrode surface. These electrolytes are stabilized at potentials 

beyond their thermodynamic limits, enabling the reversibility of the reaction. However, the 

chemistry, formation mechanism, and cycle-induced evolution of these are largely unknown, 

promoting a strong desire for detailed investigations.472 

A variety of techniques have been employed to evaluate the performance and chemistry 

of batteries to better understand their operation and failure mechanisms for continued 

enhancements to performance. Techniques unrelated to NMR have provided excellent insight for 

battery technology. Many of these methods will be briefly discussed to provide an overview of 

the insight they provide. Cyclic voltammetry, for instance, is extensively used to characterize the 
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general electrochemical performance of a battery, such as the stability and reversibility of the 

reaction at a given potential.473 More detailed analysis allows for a measurement of the electrode 

reaction kinetics.474 This technique, however, fails to provide a clear and detailed picture of the 

molecular changes that occur throughout the repetitive cycling process. In particular, this 

technique lacks a decisive description of the chemical evolution of the various battery 

components and how this dynamic process impacts the properties of the cell. 

Beyond the standard electrochemical performance evaluations, characterization of the 

materials encourages a deeper understanding of system limitations and potential enhancement 

routes. One such avenue for characterization is the direct imaging of the battery with microscopy 

techniques.475-476 The advent of highly-developed aberration-corrected scanning and transmission 

electron microscopy (TEM) has propelled the capability to atomic-scale imaging.477-482 Ex situ 

beam imaging has been widely applied to analyze the structural features of battery constituents, 

but failed to capture information related to the dynamics of the charge/discharge cycles.483-485 In 

situ investigation of batteries with TEM is challenging owning to the high-vacuum operation of 

the equipment and subsequent incompatibility with liquid electrolytes. To mitigate this, three 

strategies have been explored to provide an in situ analysis of these materials. The first, an open-

cell configuration utilizing ionic liquid-based electrolytes, takes advantage of nanowire anodes 

that are wetted by the ionic liquid to mimic an electrolyte system.486-487 It has been used to study 

a number of anode materials, including Si, Ge, Al2O3, SnO2, ZnO, graphene, Sn, and carbon 

nanotubes.488-494 This concept, however, suffers from ionic liquid polymerization in the presence 

of the electron beam, significantly shortening the number of charge/discharge cycles allowable 

by the system. The next, another open-cell configuration but using metal and metal oxide 
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electrolytes, has been used for Li metal and silicon electrodes with a lithium oxide electrolyte.495 

Variations exist, but this design can be used with Na-, Mg-, and Ca-ion battery systems as 

well.496-497 Again, this configuration is not representative of a truly rechargeable battery due to 

limitations on the charging cycles and beam-induced effects, but these open cell configurations 

offer significant advantages in spatial resolution imaging and chemical analysis by electron 

energy loss spectroscopy.497 Finally, a closed liquid cell battery design has been employed to 

better mimic the electrolyte diffusion and electrode interaction characteristics exhibited in a 

typical cell. Initiated by studies on copper nanoparticle growth from an electrolyte solution, 

electrochemical cells for in situ TEM were developed to push the technology forward.498-499 

Working battery cells soon followed that allowed for the direct observation of the lithiation, ion 

transport, and SEI layer formation.500-503 However, replicating a realistic number of 

charge/discharge cycles is still a concern with this technology. In addition to these, liquid 

observation is also possible to monitor changes in electrolytes, but further development in the 

field is required to match the performance of analyzing the solid components.476 

Raman spectroscopy can also be used to characterize changes in battery components. Ex 

situ Raman spectroscopy and ellipsometry have been employed to characterize the carbon films 

used as electrodes in Li-ion cells.504 For example, they have shown that the structure of different 

carbon samples is degraded slightly through progressive discharge cycles. In addition to 

observing changes to the carbon anodes, cathodic LiCoO2 rock-salts have been shown to 

deintercalate lithium species and result in seemingly random Li+ occupations of the available 

sites on the lattice.505 In addition to the information ex situ Raman can offer, in situ Raman 

sampling cells have also been employed to observe the specific cycling stages in which 
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intercalation of electrolyte ions into graphitic electrodes occurs.506-507 For instance, similar 

technologies have been used to show the specific redox steps proceeding at given voltage 

transitions for Li-ion and Li-S batteries, for example.508-509 Surface reaction mechanisms at the 

electrolyte-electrode interface can be probed as well, as was performed for Li-ion and Li-V2O5 

systems.510-512 It has even been used to show the complex and oscillatory distribution of ions in 

various regions of the separator and other fragments of the battery.513-514 UV-vis spectroscopy 

has also been shown to provide quantitative evidence on the polysulfide chain growth during Li-

S battery operation.515 Similarly, infrared methods have played a role in better understanding the 

nature of the SEI.516-517 These real-time capabilities have notably contributed to a deeper 

understanding of the changes that occur within the battery. 

A number of X-ray methods have contributed to the scientific understanding of battery 

systems by analyzing samples both in situ and ex situ.518 X-ray diffraction (XRD), for instance, 

can be used to understand the phase and layer spacing of electrodes.519 An early demonstration of 

in situ XRD measurements for electrochemical applications focused on understanding the phases 

generated during the intercalation of lithium into graphite during electrochemical cycling.520 This 

work studied various Li:C6 ratios and found a random distribution of Li at low Li content with 

more distinct phases arising with the intensification of metal content, accompanied by an 

increasing carbon layer spacing as the lithium content increased. Utilizing synchrotron radiation 

and a specially designed cell, Walus et al. were able to separate the diffraction pattern 

contributions from individual electrodes in a Li-S battery from the signal of the entire cell.521 

This demonstrated the formation of Li2S on the anode at the early stages of the discharge cycle 

and complete consumption during the subsequent charge. Additionally, XRD was used to 
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demonstrate the formation of a different sulphur allotrope after recrystallization. Numerous 

additional in situ XRD studies have focused on the crystalline phases present for a variety of 

battery systems; Li-Si, Li-MOx, Li-air, Li-ion, Na-ion, etc.522-529 An in situ XANES cell has also 

been used, though less commonly due to the necessity of a synchrotron, to investigate electrodes 

and electrolytes for sulfur speciation on the sulfur K-edge, showing the impact of sulfur species 

on capacity.530-531 

X-ray photoelectron spectroscopy (XPS) and Auger electron Spectroscopy (AES) have 

been used both in situ and ex situ to understand the bonding and oxidation state of the electrodes 

throughout the cycling process, but these techniques suffer from drawbacks related to the need to 

operate under ultra-high vacuum (UHV) conditions and difficulties with mitigating the relevance 

of closed cell designs with open cell detection sensibility.532-533 To address the concern about 

operating under UHV  conditions, recent XPS efforts on Li-air battery research take advantage of 

a special in situ “ambient pressure” cell that allows for reaction monitoring up to 500 mtorr 

(0.0007 bar), which demonstrated notable differences in the Li species present upon discharge as 

compared to UHV studies.534 Though an impressive improvement, this pressure falls 

significantly short of ambient (1 bar). Despite these shortfalls in realistic condition 

representation, key insights have been gained from employing the technique with complementary 

experiments.535-537 Additionally, XPS benefits from the ability to detect the presence of organic 

impurities on the electrode surface that arise from power cycling.538 

In situ and ex situ nuclear magnetic resonance (NMR) spectroscopies have contributed 

significantly to the field.  NMR allows detailed molecular level information related to 

electrolyte, separator, and electrodes all to be observed if contained within the detection RF 
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(radio frequency) coil. Although not without its own limitations in sensitivity, it holds many 

unique advantages and has been thoughtfully developed over the last two decades. For one, 

NMR is (generally) a quantitative technique that allows for tracking the concentration of species 

regardless if they are liquid, solid, gaseous phases or a mixture of these phases from sample to 

sample or over time as the electrochemical reaction proceeds.  For solid phases, both the 

amorphous and the crystalline phase can be captured at the same time.  It should be noted that 

quantitative measurements are limited to skin depth when applied to metals and thus the 

thickness of the microstructure and bulk surface area must be considered.539 Another significant 

advantage to NMR is that it is non-destructive, allowing non-invasive detection of the process 

under true in situ conditions where unique species may only exist. The true in situ conditions 

include, but are not limited to, operating at a wide temperature range, e.g., from well below 0C 

to well over 100C, and operating at pressures ranging from well below ambient to 100 bars and 

above.235, 377, 379, 447   Furthermore, the layout of the battery components and the size of the 

battery can be made the same as commercially available mini-sized batteries.  The only 

exception here is that the outmost stainless container is replaced by a plastic holder to allow the 

RF field to penetrate into the battery electrodes, separator and electrolytes. In combining the in 

situ NMR with the detailed molecular information of stable species obtained by ex situ methods, 

NMR can be an invaluable addition to the experimental arsenal of a battery investigation.540-542  

Two additional differences between characterization by NMR and other techniques are 

the intrinsic length and time scales of the measurements performed. Herein, we seek to provide 

an overview of these scales for NMR, but would refer the reader to other literature on the spatial 

and temporal limits of other methods.543    The time scale associated with NMR is not a straight-
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forward, singular concept. In fact, it should be regarded as a collection of scales due to the 

abundance of phenomena that this spectroscopy technique may probe. While changes to specific 

chemical signals can be monitored during a process, the mobility of these species and their 

interactions with surrounding media reveal unique transient information. These phenomena will 

be discussed to give the reader a sense of the capabilities NMR processes that can be employed 

to better understand battery systems. 

The local chemical environment of the nucleus being analyzed directly impacts observed 

chemical shifts. Such a measure for the local environment relinquishes insight on the bonding 

structure and lengths, torsion angles, hydrogen bonding networks, secondary structures, and 

electric charges.544 Due to the multiple factors determining the observed frequency, theoretical 

calculations that simulate bonding structure and secondary structures are often necessary for a 

deeper interpretation of the observed signals.  Such calculations have shown the important 

impact of a second solvation shell on the observed solute chemical shifts, suggesting a length 

scale on the order of nm.545 Nucleus-electron coupling has also been shown to impact NMR 

signals, suggesting a range of a few angstroms.546 Further lengths scales could arise from the 

molecular motion of the nucleus itself as it is exposed to different environments. Environment-

specific information is commonly used to provide dynamic speciation of observed signals. 

Though it has relatively low temporal resolution, chemical species transformation during a time-

lapsed in situ experiment is one direct measure of the time scale for NMR spectroscopy. This 

type of experiment monitors changes in the chemical structure over a period of time. For 

example, in 5.3. In-situ NMR on Li-ion battery research we recount the evolution of 7Li species 

on the electrode over time during electrochemical cycling and highlight the changes in species 
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identity over time. The time scale to analyze such transformations is heavily dependent upon the 

system. Factors such as the nucleus, relaxation environment, spin abundance, and experiment 

type all play an important role in determining the minimum time for analysis.  This type of 

experiment can be conducted on a wide range of time scales, typically on the order of seconds 

(or fractions of a second) for an abundant 1H system to hours or even days on a less favorable 

nucleus. Similar time resolutions (though often extended) can be applied to observe the change 

(or derivative) of other transient behaviors described, such as a change in the chemical exchange 

rate during a reaction.  

In addition to the chemical shift value describing length-based information, the linewidth 

of a given signal provides the dynamic properties of a molecule, such as the rotational and 

translational behaviors. Though related to the relaxation mechanisms (see below), this motion is 

also related to the interchanging of species environment. This phenomenon is termed chemical 

exchange and is readily elucidated by NMR.547 In this, a given nucleus may sample a range of 

magnetic environments, such as an interchanging ligand state, during the exchange process and 

the resulting NMR spectrum will provide kinetic data on the exchange rate. The concept is 

analogous to the uncertainty principle whereby the uncertainty in the resonance frequency is 

inversely proportional to the lifetime in a given state. For instance, when the exchange rate is 

relatively high, the lifetime in a given state is low and the resonant frequency is apparent. The 

temporal limitations of chemical exchange are determined by the frequency difference between 

two species, and thus the nucleus and magnetic field, according to Equation 14. 
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 τcoalescense = (√2π∆v)
−1

= k−1       

Eq. 18 

Where Δν represents the frequency difference between the magnetic environments. For a 

slowly exchanging process, each resonance is well-resolved. Exchange Spectroscopy (EXSY) 

has been used in this regime to quantify dynamics on the ms time scale.548 As the exchange rate 

increases, the lines broaden and migrate towards the weighted average signal location. When the 

exchange rate reaches about an order of magnitude higher than the frequency difference, the 

resonances are averaged to a single broad line. On this time scale, fractions of ms, the Carr-

Purcell Meiboom-Gill Relaxation Dispersion (CPMG RD) approach can be applied to refocus 

the exchange broadening with the spin-echo pulse sequence to elucidate the relationship between 

this observed broadening and the exchange rate.549 This single line narrows to reveal a sharper 

resonance up until about three orders of magnitude faster exchange than the frequency 

difference.550 To visualize the range of time scales for the exchange process, the reader can 

imagine the case of two resonances at the extremes of a given nucleus’ chemical shift range. The 

time scale involved in the averaging of these two species can be approximated by Equation 1, 

bearing in mind the effect of magnetic field on the frequency difference. As shown in Table 28, 

the NMR time scale for 1H exchange at 7T varies from 0.2 s (given 1 Hz resolution) down to 58 

µs for the full range of 3.9 Hz. Since the frequency range (columns 3 and 5) vary based on the 

field strength, so too does the NMR time scale for exchange, where a proportional reduction is 

observed between columns 4 and 6. 
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Table 28. Representative chemical shift ranges and times scales for nuclei at two magnetic fields. 

Nucleus 

 

Approx. 

Shift  

Range, ppm 

Shifts 

at  

7T, 

kHz 

7T Time  

scale 

Shifts at  

19.9T, 

kHz 

19.9T 

Time  

Scale 

1H 13 0 - 3.9 0.2s - 57.7µs 0 - 11.1 0.2s - 20.4µs 

2H 13 0 - 0.6 0.2s - 0.4ms 0 - 1.7 0.2s - 0.1ms 

6Li 28 0 - 1.2 0.2s - 0.2ms 0 - 3.5 0.2s - 64.2µs 

7Li 28 0 - 3.3 0.2s - 68.9µs 0 - 9.3 0.2s - 24.3µs 

13C 200 0 - 15.1 0.2s - 14.9µs 0 - 42.8 0.2s - 5.3µs 

15N 900 0 - 27.4 0.2s - 8.2µs 0 - 77.6 0.2s - 2.9µs 

17O 1160 0 - 47.2 0.2s - 4.8µs 0 - 133.7 0.2s - 1.7µs 

19F 300 0 - 84.7 0.2s - 2.7µs 0 - 240 0.2s - 0.9µs 

25Mg 70 0 - 5.6 0.2s - 40.5µs 0 - 15.7 0.2s - 14.3µs 

29Si 519 0 - 30.9 0.2s - 7.3µs 0 - 87.7 0.2s - 2.6µs 

31P 700 0 - 85 0.2s - 2.6µs 0 - 241 0.2s - 0.9µs 

51V 1900 0 - 150 0.2s - 1.5µs 0 - 425 0.2s - 0.5µs 

133Cs 160 0 - 6.3 0.2s - 35.7µs 0 - 17.8 0.2s - 12.6µs 

The observation of dipole-dipole coupling by NMR can also indicate the time scale of 

molecular motion. The scalar coupling constant can be applied to Equation 1 to provide the 

threshold for the exchange rate. If the lifetime of the species in a given environment is short 

compared to the inverse of the coupling constant, no coupling will be observed in favor of a 

single resonance. Typical coupling constants for 1H-1H, 13C-1H, and 15N-1H may be around 10, 

150, and 50 Hz. These correspond to about 22, 1.5, and 4.5 ms, respectively, though this can be 

reduced to the ps time scale in specialized applications.551 Since J-coupling is not impacted by 

field, these time scales are field independent and directly impacted by the chemical bonding. 

In addition to gaining insight on the time scales involved with dynamic chemical 

environments, NMR is widely used to study the relaxation time scales of chemical species. T1, 
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for instance, is a measure of the longitudinal NMR relaxation that describes the rate in which 

excited nuclear states relax to equilibrium magnetization in the direction of the applied field. 

This relaxation is governed by modulation of the nuclear spin energy levels from fluctuations in 

magnetic interactions with components that match the Larmor frequency of the nucleus. This 

could arise from such physical processes as vibrations, torsion angle rotations, and looping 

motions.550 The spin-lattice dipolar relaxation rate (reciprocal time) is described by Equation 2 

and shows a maximum rate at ωτC = 0.6158, where ω is the resonant frequency and τC is the 

correlation time.552 Though an indirect measure of the time scale, it is important to note that it is 

dependent upon the Larmor frequency, and thus the magnetic field, where the time scale of 

molecular motion associated with this relaxation is on the order of (2πϒ)-1. Though spin-lattice 

relaxation times are typically on the order of seconds, the corresponding time scale for molecular 

motion (translation, rotation, or vibration) is on the order of 0.1 to 10 ns. In considering the 

relaxation initiated by paramagnetic centers, such as a rotating metal complex, the time scale for 

this motion can extend down to tens of picoseconds.553 On a similar time order, but often smaller 

in magnitude to the spin-lattice relaxation time, transverse relaxation via spin-spin interactions 

can similarly be detected. The characteristic dipolar equation describing T2 can be found in 

Equation 3. Further system insight can be obtained through measurements of the two relaxation 

rates. Through this, time scale uncertainties can be drastically reduced to reveal the correlation 

time between species, τC.  
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Where γ is the gyromagnetic ratio (rad/s/T), ħ is the reduced Plank’s constant (1.05456 x 10-34 

m2 kg/s), ω is the Larmor frequeny (s-1), and μ0 is the magnetic permeability of free space 

(1.2566x10-6 H/m). Transverse relaxation in the rotating from can also be employed to elucidate 

the time scale for fast exchange rates that are challenging to determine by other methods (such as 

CPMG) due to the maximum pulsing rate.554  For these high exchange rates, a technique exists 

that enables the determination of T1ρ. This approach is further advantaged by the enhanced 

sensitivity of minor species in an exchange process and by the requirement of only one static 

field strength. This method provides the potential to identify exchange rates on the order of ms to 

µs.555 The interested reader is directed to other sources for details on the pulsing schemes for T1ρ 

determination.556 

Given the variety of mechanisms by which NMR can provide insight into the time scales 

of the chemical interactions, it can certainly be considered an attractive option to probe chemical 

systems. Though this review and many published works primarily analyze the time scales 

associated with changes to the species identity (chemical shift), the framework for additional 

insight exists, demonstrating the power for NMR to supply a wealth of information about 

chemical systems in situ. Figure 21 provides a summary of the applicable time scales for NMR. 
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Figure 21. Sketch of time scale summary 

A recent review by the Grey group has described their own thorough endeavors related to 

NMR spectroscopy applied to batteries.557 The article outlines the purpose for utilizing NMR 

spectroscopy to understand battery systems as well as specific instructions for sample and 

experimental preparation and design. Other, battery-class specific reviews are described in the 

relevant sections. Herein, we describe the development of in situ and ex situ solid-state NMR for 

battery research and discuss key examples that highlight the power of NMR in battery research. 

The included examples are specifically centered on chemical shift-structure relationships to 

identify the types of species present in batteries and electrolytes. These methods are 

complimented with computational chemistry to make accurate assignments of the observed 

spectral featured. An understanding of the temporal resolution on the time scale of several 

seconds and higher is described to monitor the chemical transformations during cycling. 

2. In-situ NMR technologies 

Distinct advantages present themselves in conducting in situ observation. Apart from the 

advantage of observing the state of the material during the entire process instead of only discrete 

stages of a transformation, in situ investigation does not require numerous samples to be 

prepared for a full understanding of an entire process, saving time and promoting sample 
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consistency. Instead, one representative sample can be scanned throughout the entire process. 

Importantly, some transient species can only exist when the electric wires are attached to the 

battery systems with current constantly applied.558-559    There are, however, technical challenges 

in successfully devising an apparatus suitable for in situ investigation. A number of iterations 

have taken place to promote in situ capabilities that have better reliability, sensitivity, and 

longevity. 

The first demonstration of in situ NMR for batteries came from technology developed by 

Rathke et al. at Argonne National Laboratory.560 Their design employed a toroid cavity in their 

custom built probe similar to that developed for magnetic resonance imaging.561-562 The first 

battery experiments used Li-ion coin and cylindrical cell containers that integrated operation 

with the RF coil.563-564 This was an exciting advancement that allowed for 7Li NMR observations 

on a live battery system where charge-discharge cycling took place directly in the magnet. The 

drawback on employing the toroid coil was that the same copper disc (or central wire) was 

simultaneously used as both the current collector and radio frequency conductor for NMR signal 

excitation and detection. This means that for in situ measurement to begin, the battery operation 

had to stop periodically or non-periodically. Still, the battery was charged and discharged within 

the probe and magnet and measurements were taken shortly after the cycling was stopped, but 

this was a severe limitation in terms of truly in situ measurement.  

Though the toroid design for in-situ experiments provided a new frontier for the 

investigation of a functioning battery, it suffered from challenges in conformity with standard 

(Lithium ion) battery designs in addition to severely limited signal-to-noise ratios. In the mid-

nineties, small, flexible, plastic Li-ion batteries with the capability of being recharged were 
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demonstrated by Bellcore, offering improved application flexibility.565 To address the 

aforementioned disadvantages of the toroid design, this plastic cell design was sized for 

utilization as an in situ NMR cell by Chevallier et. al. in Orléans, France in 2003.566 This allowed 

for direct use inside an NMR probe for truly in situ electrochemical cycling since recording in 

open-circuit mode was no longer a limitation.567 A schematic of the plastic bag cell and the 

accompanying detection and cycling system is shown in Figure 22. In this design, each electrode 

was supported on a copper current collector before being treated in a 1% solution of 

poly(vinylidene fluoride-hexaflouropropylene (PVDF-HFP) in acetone and laminated (130°C, 20 

psi) to opposite sides of a separator membrane composite composed of PVDF-HFP and dibutyl 

phthalate. With the stack activated with electrolyte prior to the second electrode being laminated 

to the separator, the two electrodes, separated by a membrane and resting between current 

collectors, were then packaged into an ultra-thin aluminum blue bag measuring 4 cm by 8 mm. 

These plastic bag cells provided a low cost and flexible option for in situ measurement, but 

experienced relatively short lifetimes (five days has been reported) due to cell breakage and 

permeability. The cells can also experience large electrical resistance.568 Al-coated bags have 

been used to extend the cell lifetime, but these decrease the sensitivity of the experiment.567 

Early demonstrations of 7Li in situ NMR for battery technology with these plastic cells allowed 

for up to 2 mg of Li and 16.7 mg of graphite to be involved in the intercalation process.569 This 

design allowed for the successful observation of reversible lithium intercalation into the carbon 

layer, where a direct charge transfer from lithium is realized. After the formation of these 

intercalated species, lithium is capable of penetrating the graphitic nanopores to form quasi-

metallic species that registered downfield.566 It has also allowed for the firm identification of the 
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dense interstitial LiC6 and LiC12 as well as clarified the true identity of the dilute LiC9 stage, 

demonstrating the importance of careful sample preparation (washing stage) for the ex situ NMR 

data collected in the decades prior.570-572  

While the flat plastic cell propelled in situ NMR for battery applications and reduced the 

metallic components contained within, it suffered from key drawbacks such as the restriction to 

plastic electrodes and fragility that leads to solvent leakage and a loss of electrical contact. To 

address this, an improved design made especially for Li-ion batteries was constructed from a 

cylindrical plastic housing with a threaded seal, reducing the sealing area and metallic 

components while providing good cycling characteristics, as demonstrated with 31P NMR for on 

Cu3P electrode in the Li-ion battery.573 Another design is based on a cylindrical micro-battery 

developed for a telemetry system for salmon tracking.574 This jelly roll structure was 

subsequently used to study Li-S batteries where the Kel-F holder containing the battery cell sat 

directly inside the RF coil and a charge cycler, could be connected to the apparatus outside of the 

magnet.575 Similar versions of the cell have been used for lithium alloy and graphene oxide 

battery studies.576-577 Briefly, the battery was comprised of cells symmetrically fabricated by two 

flat Li metal foils (7 mm x 7 mm x 0.75 mm) separated by a flat glass fiber and inserted into the 

Kel-F holder. An electrolyte, such as propylene carbonate, was incorporated and the entire 

system was glued/epoxy sealed with a Kel-F cap containing a 1 mm hole in the center for the 

copper wires carrying the current..578 The cell and glass spacers fit tightly inside the plastic 

holder, which is capped and glued shut prior to placement inside the probe and magnet. The 

design can be subsequently improved by removing the need to rely on glue to form the seal by 

utilizing O-rings. Further improvements come from stacking, but separating, electrodes and 
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connecting them electrically in parallel to enhance the sensitivity of the spectroscopy. The use of 

O-rings will improve operating conditions and quality of the seal. 

 

Figure 22. (A) Schematics of the flexible plastic battery used for the in situ static NMR experiment and (B) the in 

situ static NMR setup. A similar, but more detailed schematic with photographs has been published by O. Pecher et. 

al. 568 Reprinted with permission from Key et al. J. Am. Chem. Soc. 2009. Copyright Elsevier 2009.579  

The most recent design of an in situ NMR battery cell was developed in Germany by 

Kayser et al.580 The design incorporated carefully 3-D printed components that enabled a rigid 

seal, reproducible cell compression, and long-run capabilities (tested up to 2400 hours). The 

battery cell is placed on the bottom of a hollow plastic cell body. The body has a smaller hole 

which the battery covers wherein a contacting stick will consistently apply the same pressure to 

the bottom of the cell due to a change in diameter of the shaft and hole. A top piece slides into 
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the bore of the cell body to contact the top of the cell. This also has a hole for a second 

contacting stick to similarly apply a consistent contact to the battery cell. The entire apparatus is 

sealed tight with nuts that compress bellowed cutting rings. This method has shown good sealing 

with a loss of just 1 bar of 15 after 1 day. Based on the material components used, the cell should 

be able to tolerate up to 120°C and exhibit good chemical resistance over many years. The entire 

cell fits into a homemade saddle coil positioned with careful attention to the alignment within the 

magnetic field to ensure consistent and reproducible measurements.568, 581-582 Though still a new 

development, this cell paves the way in understanding the degradation pathways for batteries 

across hundreds of cycles due to its reliability and robustness. 

Nowak et al. have developed an in situ battery cell for liquid electrolyte measurements.583 

This device employs a cylindrical battery that rests atop the electrolyte measurement area, i.e., an 

extended compartment containing only liquid electrolytes intentionally placed inside the NMR 

detection coil. The authors report 1H and 19F measurements to monitor signals associated with 

fluoroethylene carbonate and fluoromethyl methyl carbonate during electrochemical cycling. 

Through these initial demonstrations, a detection limit of 200 µmol/L was determined for 1H and 

19F in this cell.  

3. Ex-situ NMR techniques 

While in situ techniques are certainly the pinnacle of representing a battery’s operational 

condition, difficulties can arise in capturing the species of nuclei that are relatively more 

challenging to probe in terms of both sensitivity and linewidth. While 1H, 7Li, and in some cases 

13C are great candidates for time-resolved NMR spectroscopy, low sensitivity, low abundance, 

and quadrupolar nuclei strongly rely on magic angle spinning (MAS) and longer spectral 
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acquisitions for a detailed and highly resolved picture of the sample’s chemical state, especially 

when in the solid state. Battery applications employ an array of atoms that can be probed with 

NMR, including 1H, 2H, 6Li, 7Li, 13C, 15N, 17O, 19F, 25Mg, 29Si, 31P, 51V, 133Cs, and others.505, 584-

591 Many of these are either quadrupolar or low abundance nuclei. 

While informative, the highly abundant and spin ½ nuclei do not always provide the 

clearest understanding of the chemical system. To compensate, less abundant or quadrupolar 

nuclei are often probed to investigate the detailed molecular environments in battery materials. 

Low abundance nuclei are a particular challenge for this relatively insensitive spectroscopic 

technique. 17O, for example, is a nucleus with natural abundance of only 0.038%. Moving to a 

high field can help promote a stronger oxygen signal through a more pronounced Zeeman 

interaction.  However, more distinct advantages can come from employing a probe that allows 

for a larger sample volume since the detected signal is directly proportional to the number of 

spins in the coil. If isotopic enrichment is not practical, an increase in sample volume is generally 

the simplest way of boosting a signal to acquire detailed information about a chemical system. 

17O is also a quadrupolar nucleus, resulting in relatively broader lines. A number of interactions 

contribute to the resulting spectrum, as indicated by this summation of Hamiltonians: 

 

𝐻𝐼𝑛𝑡 = 𝐻𝑍 + 𝐻𝐷 + 𝐻𝐶𝑆 + 𝐻𝐾 + 𝐻𝐽 + 𝐻𝑃 + 𝐻𝑄
1 + 𝐻𝑄

2 + 𝐻𝑄
𝑛 + ⋯ 

 

where the Zeeman (Z), dipolar (D), chemical shielding (CS), Knight shielding (K), spin-spin 

coupling (J), paramagnetic (P), and nth-order quadrupolar (Q) interactions can all play a role in 
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the resulting NMR signal. Quadrupolar nuclei generally suffer from low symmetry and wider 

lines due to the quadrupolar interactions that arise from the anisotropyof the nucleus charge 

distribution with the electron field gradient. This quadrupolar effect can be partially reduced by 

employing more powerful magnetic fields. In cases where the quadrupolar nucleus also resides in 

a solid, which may be in the case of extracted SEI, more advanced techniques are required for 

high resolution spectroscopy. The advent of MAS has also had a dramatic impact on the 

interpretation of NMR spectra.592 This technique allowed for solid samples to approach 

resolutions obtained with liquid samples by averaging out many of the interactions that impact 

line-width. Odd-ordered Quadrupolar Hamiltonians converge to zero when the sample is rotated 

at 54.74º with respect to the external magnetic field, leaving behind only the even-ordered 

quadrupolar terms and dramatically improving the signal to noise ratio of a spectrum. As 

outlined later, the strategies of employing larger sample volumes, higher magnetic field, and 

MAS have all been used to make experimental observations on natural abundance, quadrupolar 

and solid samples. 

While highly abundant nuclei are relatively more studied due to the ease of acquisition, in 

some cases they are not the best suited for an application. Lithium-based batteries, in particular, 

have a large body of research where 7Li and 6Li NMR have been both utilized to gain insight on 

the system.577, 585, 593-596 7Li is a spin 3/2 nucleus of 92.5% natural abundance, making its 

acquisition easy relative to 6Li (I=1, 7.5% nat. abundance). Further 6Li also suffers from low 

sensitivity due to its generally longer relaxation times; however, the quadrupole moment is 

smaller than that of 7Li (~2.4·10-30 vs ~4·10-30 e m2) and dipole-dipole interactions are also much 

weaker, allowing for higher spectral resolution and significantly enhanced structural 
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information.597-599 This can provide a direct benefit in situations in which 2 Li are near each 

other, a closer approximation of the isotropic chemical shift is desired, or the source of relaxation 

is not well-understood. For batteries, the relatively more challenging 6Li might be a preferred 

technique if a variety of Li species are present and high spectral resolution is required to 

distinguish the signals. An additional advanced method for ex situ analysis of Li-based batteries 

includes pulsed field gradient (PFG) NMR, which has been employed to secure a firmer 

understanding of the role of temperature in the solvation structure of Li, Cs, and H species.600 

While significant strides have been made to push traditional battery system investigations 

towards in situ conditions, redox flow technology is primarily probed ex situ due to the difficulty 

of pumping steady streams of electrolytes along an interface while simultaneously detecting 

NMR-active species. These studies typically involve detailing the solubility and solvation 

structures of electrolytes in a given system to better understand solvent and ion interactions at 

different solute concentration levels to show the concomitant  fluctuations of contact-ion pair 

presence and solvent-solvent or solvent-ion interactions.601 Ex situ NMR has been shown to 

reveal the key insights on the impact of functionalizing electrolyte components, such as 

ferrocene, towards enhancing the solubility to overcome performance barriers of non-aqueous 

electrolytes.602-603 Similarly, the rational design of electrolytes has been demonstrated for the 

vanadium redox system where the effects of chlorine have been discerned.604-607 Indeed, NMR 

has become an important technique for characterizing the chemistry of electrolytes in redox flow 

battery systems.608-613 This same strategy can be broadly applied to electrolyte systems of an 

array of battery classes. An example for understanding the solvation structure of electrolytes for 

Mg-based batteries will be detailed in Section 5.5. It is important to mention that the NMR 
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interpretation for many of these electrolyte systems is aided by computational modeling, which 

will be discussed in the subsequent section. 

4. The role of computational modeling 

While direct experimental observations are essential to a deep scientific understanding of 

a given battery process, computational approaches are gaining both popularity and importance 

for their predictive capabilities in chemical systems. Computational approaches become further 

important for relatively complicated spectroscopic studies where a given chemical system does 

not have a well-defined library of reference compounds that represent the chemical environments 

being probed. This might arise from unique environments only observed during a reactive 

process, or an entirely new material that has never before been probed. In these cases, it is often 

beneficial to complement NMR studies with computational simulations. As it applies to 

interpreting the NMR spectra related to batteries, two techniques serve as the primary aides in 

elucidating the signals observed; density functional theory (DFT) and molecular dynamics (MD). 

DFT modeling is a computer-based method that uses quantum mechanics to describe the 

electronic structure of a many-body system. Functionals of the electron density are used to 

compute system properties. This method relies on exchange-correlation functional 

approximations that account for expectation differences when wave functions overlap and the 

influence of other electrons on a translating particle. This method allows for one to calculate the 

geometry and electron density of a system that can be used to compare to experimental 

observations. As it applies to battery systems, DFT can be used to better understand which 

structures show preferential formation during lithiation or model the effects of defects on 

cathodes.614 It can also be used to calculate NMR parameters for comparison to collected spectra. 
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A variety of methods can be used to accomplish this task.615 A common method includes using 

the Gauge-Including Atomic Orbital (GIAO) approach.331-332, 616 In this, the shielding of a 

nucleus can be expressed as a second derivative of the total electronic energy referenced to an 

external magnetic field and magnetic moment of the nucleus. This method overcomes the 

unphysical “gauge” complication of coordinate origin selection in the calculation and has been 

shown to deliver accurate results in comparing calculations to experimental results. Though 

many codes lack the ability to accommodate periodic NMR chemical shift calculations, the 

gauge-including projector augmented wave (GIPAW) method has enabled such computations.617 

This has reduced barriers to computations on systems that would typically require very large 

clusters to accurately model. Along with Quantum Espresso, PARATEC, and others, the 

CASTEP package, in particular, has been extensively used to apply this periodic method to 

battery research.618 Much like experimental methods, the computational shielding calculations 

require the use of a reference compound, a library of which are available across the literature. All 

electron Slater basis sets tend to be used for these types of calculations since they describe core 

electrons more accurately than pseudo-potentials or Gaussians. Core electrons are generally free 

but the importance of accounting for these is not absolute given that sufficient shell electrons are 

accounted for.619 This approach has been widely used to compare computational and 

experimental spectra 17O or 25Mg NMR in Li and Mg batteries.589, 620 The DFT approach has also 

been used to understand electrolyte systems for which solvent effect codes, such as the 

Conductor-like Screening Model (COSMO), or the inclusion of sufficient solvent shells are 

required.621 This has been applied to better understand the solvent effects in a system.622-623 
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An additional challenge can present itself in applying DFT to heavier elements in 

batteries, such as for vanadium- or cesium-containing battery components, where the electrons of 

the 4d orbitals begin to exhibit strong relativistic effects, requiring the use of the more 

computationally expensive (relative to the Schrödinger equation) Dirac equation. DFT-based 

total shielding calculations can be regarded as a sum of paramagnetic, diamagnetic, and spin-

orbit coupling contributions. While relativistic effects may be accounted for without considering 

spin-orbit coupling, their applicability to accurate NMR calculations can be limited.624 As such, 

NMR calculations considering relativistic effects often take advantage of the Zeroth-Order 

Regular Approximation (ZORA).335-336 This method accounts for special relativity in heavier 

elements as electron speeds become more significant. ZORA is an excellent approximation to the 

fully relativistic Dirac equation, especially near the valance region. This improves the 

identification of species continuing heavier elements and secures greater confidence in the 

computational results. This computational method can be used to predict the NMR chemical 

shifts of structures that are likely to be present in the system. It should be noted that pure DFT 

calculations will not natively account for thermal effects on chemical shift since the calculations 

are based on 0 K. Effects such as chemical exchange between two species will require more 

robust methods to elucidate the structures present in the sample. 

Still today, it can be difficult for DFT to accurately describe intermolecular interactions, 

especially dispersion forces where further perturbation terms may be necessary.625 It is also 

challenging to model very large systems with hundreds of atoms to account for extended-order 

solvation schemes. To help determine the structure of a many-molecule system, MD simulations 

can be employed as a useful tool in understanding the nature of a battery system. Molecular 
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Dynamics is a computational tool for understanding the motion of a many-bodied system based 

on Newton’s equations of motions. Ab initio Molecular Dynamics simulations take this concept a 

step further and compute forces using Shrödinger’s equations.626 This powerful technique has 

been widely applied to study the SEI formation on Li-ion batteries.627-630 It has also been used to 

understand the properties of electrolytes in batteries.631-632 Diffusion coefficients, for instance, 

can be approximated and compared to MRI values as well to better predict the state of the 

electrolyte during battery operation. MD can be also  be used for NMR calculations by taking the 

structures most likely to be present based on MD simulations and calculating the chemical 

shielding with DFT.  

What may be a more robust approach would be to directly combine the strengths of the 

two methods to generate an aiMD-DFT, time-averaged picture of the chemical system. In this 

method, the MD simulation generates a series of snapshots from the trajectory for the molecules 

in the system. These configurations are used in DFT calculations to determine the NMR 

shielding tensors, which can be used to generate a weighted-average chemical shift of the 

configurations present for a given system. This combinatorial approach has been used 

extensively in solvated ionic platinum species, but can be useful in understanding complex 

electrolyte systems for battery applications.633-635  

5. Selections from recent research 

The extraordinary importance of understanding the fundamental interactions in a given 

electrochemical cell has driven extensive research in the area with powerful in situ NMR 

investigations. Though numerous studies have been conducted that take advantage of this tool, 
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the following important works demonstrate well the capabilities of these methods across a 

number of battery systems. 

5.1. In-situ NMR on Li-composite ion battery research 

Composite anodes consisting of lithium and other metals (such as group IV Sn, Ge, Si) 

are attractive alternatives for traditional lithium anodes in Li-ion batteries. For instance, the use 

of Li-Sn composites have been investigated with NMR to demonstrate a 50% enhancement of 

lithium adsorption over carbon.636 A brief review of in situ 7Li NMR efforts in this area is 

available elsewhere that highlights the use of silicon, of interest due to its relatively high 

theoretical capacity.541 Despite the interest in such materials, the precise structure of the lithiated 

species can be elusive to diffraction efforts due to the amorphous nature of the species. Lithium 

silicides, for example, have four reported stable crystalline phases, but electrochemical lithiation 

at room temperature favors an amorphous silicide. NMR has been applied to bridge the gap for 

these species by monitoring the transformation of lithium species during electrochemical 

cycling.579  

Silicon presents a popular material for composite anodes that has been investigated to 

better understand delithiation.596 One prominent example of Li-Si composites is reproduced in 

Figure 23. This illustrates the evolution of 7Li species with time, whose signals strongly depend 

on their coordination environment with Si. Initially, four peaks are present between 0 and 8 ppm 

which relate to Li in the electrolyte, SEI on the positive and negative electrodes, and LiXC. A 

broad peak ascribed to small silicon clusters begins to form around 18 ppm during the discharge 

process, which migrates to 14 ppm (A2). Additionally a resonance at 4.5 ppm (magenta) related 

to silicon clusters forms with discharging, indicating further breakage of the silicon linkages. The 
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peak that forms in the later stages of discharge at -10 ppm arises from overlithiated, crystalline 

Li15Si4, which was not observed ex situ. The use of NMR helped solidify the understanding of Li-

Si systems, explaining the nature of species present under reaction conditions and showing the 

reactivity o amorphous lithium silicides. Additionally, the authors discovered that excess-Li 

could facilitate self-discharge at low voltages, resulting in a loss of capacity for Si batteries. 

 

Figure 23. Stacked (a) and contour (b) plots of 7Li in situ NMR spectra of a Li/Si battery during the first discharge 

and beginning of the first charge with corresponding electrochemical curve (c). a1-a3 show deconvoluted spectra at 

particular voltages. Reprinted with permission from J. Am. Chem. Soc., 2009, 131, 9239-9249. Copyright 2009, 

American Chemical Society. 637 

Balancing the anode’s high energy densities (992, 1,623, and 4,200 mAh g-1 for Sn, Ge 

and Si respectively) with excellent substrate lithium diffusivity and electrical conductivity places 

Li-Ge as an attractive option.638-640 NMR has also been used to better understand strategies for 
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stabilizing the structure of this composite. For instance, conventional methods of incorporating 

the group IV metals result in poor capacity retention across cycling. This effect stems from the 

drastic volume changes during the lithiation and delithiation process coupled with unstable 

formation of the SEI film. However, embedding Ge on a conductive scaffold can assist in the 

minimization of the detrimental volume fluctuations; however, inhomogeneity of metal 

deposition still negatively impacts the retention of energy storage capacity.641-642 To mitigate the 

effect, core-shell structures have been employed that show enhanced resistivity towards storage 

degradation.643-644 Despite these enhancements, the mechanisms by which Ge core-shells impact 

Li cycling were unclear, complicating performance optimization. Tang et al. employed Ge 

nanorodes encapsulated by bamboo-type multiwall carbon nanotubes (Ge@CNT) for a Ge-Li 

planar half-cell battery and in situ NMR to better describe the roles of Ge in the Li-Ge battery.576 

Figure 24 shows the in situ 7Li NMR results obtained during the first two charging cycles 

of a Ge@CNT Li-Ge battery half-cell, plotted as a function of cell capacity. They observed four 

7Li resonance lines centered at 24, 13, 10, and -24 ppm which were monitored together with the 

7Li signals of the electrolyte and SEI (0 ppm). From a detailed analysis of the collected data, 

supplemented with XRD, TEM, and STEM, it was concluded that the significantly shielded 

signal at -24 ppm could be attributed to an overlithiated Li15+ΘGe4 phase that was only present 

during the electrical contact. This phase was uniquely identifiable by NMR (not XRD or TEM) 

under reaction conditions. The absence of this overlithiated phase promoted the formation of a 

broad signal downfield that was attributed to a more amorphous Ge phase that may enhance the 

lithiation/delithiation rate. The remaining peaks could be assigned likewise by the properties 
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exhibited during the various experiments (see Table 29). They showed much greater stability 

towards a lack of electrical contact. 

 

 

Figure 24. Selected in situ 7Li NMR spectra of the Ge@CNT composite during the first (a) and second (b) 

charge/discharge cycles. Reprinted with permissions from J. Am. Chem. Soc. 137, 7, 2600-2607. Copyright 2015 

American Chemical Society. 576 

Table 29. Summary of in situ 7Li NMR Observations. Reprinted with permissions from J. Am. Chem. Soc. 137, 7, 

2600-2607. Copyright 2015 American Chemical Society. 

Resonance 

index 

Assigned 

Phase 

Chemical 

shift/ppm 

Potential / 

Capacity* 

Crystal property Observed by 

R1 Li2.25Ge 24 0.17/839 Amorphous 

(In-situ XRD645 and TEM) 

NMR (In-situ 7Li) 

R2 Li3.5Ge 13 0.14/1086 NMR (In-situ 7Li) 

R3  Li15Ge4 10 0.11/1325 Crystalline phase 

(In-situ XRD645 and TEM) 

NMR (In-situ 7Li),  

In-situ XRD645 

R4 Li15+ƟGe4 -24 0.005/1653 Over-lithiated NMR (In-situ 7Li) 
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This study enabled key understandings surrounding the Li-Ge battery system, in 

particular, the reaction pathway during electrochemical cycling. The in situ 7Li NMR studies 

revealed that the reversibility of lithiation in Ge@CNT is mediated by coexisting amorphous and 

crystalline phases present in the battery. It also enabled a deep understanding of the system’s 

electrically-driven metastable Li15+ΘGe4 phase that was only possible during electrical contact on 

the carbon walls that encapsulated the Ge. Using a combination of the techniques, the authors 

were able to propose a reaction pathway that accounts for all spectroscopic and microscopic 

observations as well as phase transitions available during cycling: 

𝐺𝑒(𝑐) → 𝐿𝑖2.26𝐺𝑒(𝑎) → 𝐿𝑖15𝐺𝑒4(𝑐) + 𝐿𝑖3.5𝐺𝑒(𝑎)

→ 𝐿𝑖15+𝜃𝐺𝑒4,𝑚𝑒𝑡𝑎𝑠𝑡𝑎𝑏𝑙𝑒(𝑐) + 𝐿𝑖3.5𝐺𝑒𝑚𝑒𝑡𝑎𝑠𝑡𝑎𝑏𝑙𝑒(𝑎) 

where (c) indicates a crystalline phase and (a) is the designation for amorphous. This model well-

reflects the progression of phases identified with the in situ NMR to describe the lithiation 

process during electrochemical cycling. It was speculated that the enhanced capacity from such 

carbon-encapsulated Ge was related to the formation of these metastable states during electrical 

contact. Such observations are unique to in situ NMR and promote a deeper understanding of 

composite battery systems. A number of additional in situ NMR studies have focused on 

composite anode and cathode materials using 6Li and 7Li, to provide a detailed understanding of 

the microstructure formation of Li dendrites, ion hopping, and phase transitions with a variety of 

electrode materials.579, 646-648 

5.2. In-situ NMR on Li-S battery research  
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Lithium-sulfur electrochemical cells are battery systems that hold great potential 

advantages over conventional Li-ion batteries due to improvements in specific energy (~2,500 

Wh kg-1) and low-cost production options.649-651 In these systems, soluble lithium polysulfide 

species are formed as intermediates important to the energy transfer chemistry; however, 

dissolved species may also lead to poor electrochemical performance and failure. Though a 

number of in situ methods have highlighted the importance of the reaction in system 

understanding, they failed to provide a quantitative look at the evolution of the present species, 

instead focusing on identification of discrete sulfur or lithium polysulfide compounds.519, 652 In 

situ NMR has the distinct advantage of simultaneously identifying and quantifying all NMR-

active species during the charge, discharge, and standby periods of battery cycling. This concept 

was applied to the Li-S system using the cylindrical microbattery in situ NMR cell pictured in 

Figure 25A.653 A lithium metal anode (100 μm thick in blue) was separated from the cathode 

with Celgard 2500 of thickness 25 μm (red). The sulfur-based cathode film (ca. 175 m thick) 

was laminated onto an aluminum mesh (green) where binding utilized polytetrafluoroethylene. In 

this system, the transient nature of Li species was monitored over several charge/discharge 

cycles to capture the microstructural evolution of the species in the various components of the 

battery.  

The resulting 7Li spectra were plotted as a function of time, where each spectrum was 

collected in just 4 minutes (see Figure 25B). Representative spectra were selected and 

deconvoluted (Figure 25C) to identify eight unique lithium species that could be identified with 

high confidence due to a more solid understanding of the evolution of these during the 

charge/discharge process (Figure 25D) not available during ex situ measurement.530 Though ex 
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situ measurement of each the separator, cathode, and anode could be compared, a more clear 

assignment of these peaks arose based on the observed chemical shift, known species previously 

identified at a given voltage, and the line intensity change as the experiment progressed. This 

first in situ study using the cylindrical micro Li-S battery demonstrated that the reaction 

pathways were composed of mixed species in a complex environment instead of discrete step-

by-step reactions. 

For example, peak 1 at -128 ppm was identified as a soluble long-chain polysulfide since 

S8 is expected to reduce to this species at around 2.3 V. This was confirmed by the maximum 

intensity arising during the 2.1 V charge plateau, a minimum during the end of the discharge 

when insoluble Li2S2/Li2S dominate, and on the basis of chemical shift value. This species was 

shown to directly and rapidly convert to long-chain polysulfides instead of relying on the 

accumulation of additional LiS4 species. Further, this peak and its analog at -100 ppm were not 

visible except under in situ conditions and is attributed to Li+ interacting with long-chain 

polysulfides as well as sulfide radicals. The second peak (-71 ppm) was similarly associated with 

soluble long-chain polysulfides such as Li2S8 or Li2S6. The remaining peaks, high field peaks 3 (-

34 ppm) and 4 (-7 ppm), were described as insoluble Li2S2 or Li2S on the lithium electrode. 

Peaks 5, 6, and 7 were challenging to clearly identify, but on the basis of Li metal shifts 

near 250 ppm (Knight Shift from electrons in the conduction band) these are tentatively assigned 

as quasi-metallic, porous lithium species. These species also follow the opposite trend as the 

polysulfide signals. Peak 5 reaches a maximum intensity as the cell is fully charged whereas 

peaks 6-8 reached their maximum at 50% charge and declined to a local minimum at full charge. 

This suggests the growth of the porous lithium species in the deposition process and the 
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concomitant reduction of the signals for peaks 6-8. These peaks were further found to relate to Li 

involved in creating the SEI. In particular, signal 8 (254 ppm) is assigned as a dendritic or thin 

mossy Li environments on the anode material. 

In situ NMR also supports the hypothesis that the reaction pathways during charge and 

discharge differ due to the evolution of species observed and the differing lengths of the two 

plateaus of the charge-discharge curve. 

 

Figure 25. In situ NMR data collected for a Li-S battery system showing A) schematic of the cylindrical 

microbattery, fitted into the in situ NMR probe, B) stacked-plot data of 500 in situ 7Li NMR spectra in the 

functioning Li-S battery cell during the charge/discharge cycle, C) major peaks of interest extracted at selected 

times by fitting the spectra, and D) the voltage profile of the Li-S cell used in the NMR measurements. Peaks are 

labeled as (1,2) soluble long-chain polysulfides, (3,4) insoluble Li2SX on the electrodes, (5-7) quasi-metallic, porous 

lithium, and (8) dendritic Li. Adapted with permissions from Nano Lett. 15, 5, 3309-3316. Copyright 2015 American 

Chemical Society. 653 

This important in situ work was able to clarify the evolution of species involved in SEI 

layer formation as well as anode surface roughening and dendritic nucleation. Unique 
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polysulfide environments became apparent during the charge and discharge process that cannot 

be captured by ex situ investigation. Confirmation of transient free radical presence offers key 

insights into the degradation of battery performance. Observations like those collected for this 

Li-S battery study offer molecular-level insights that are crucial to the accelerated development 

of the technology. A number of ex situ NMR studies employing 7Li and 1H NMR have continued 

to investigate the key uncertainties surrounding this technology to compliment in situ studies 

such as See et al.’s attempts to better describe the Li-S phase diagram.530, 654-656 

5.3. In-situ NMR on Li-ion battery research 

Numerous highly respectable efforts have employed in situ NMR to detail the chemical 

transformations occurring, such as extraction, insertion, and dendritic growth.543, 573, 582, 657 For 

instance, the effect of carbon coating graphite for use as an anode was shown to have two sites 

for lithium; the graphite core and soft-carbon shell for intercalation and storage, respectively. 

The 7Li NMR showed the the relative abundance of the two sites was well correlated to the 

extent of coating, explaining the decrease in irreversible capacity and increase in coulombic 

efficiency.658 Recently, lithium-ion battery technology utilizing reduced graphene oxide (rGO) 

has attracted great interest as a high capacity alternative to graphite anodes due to its high surface 

area and conductivity.659-664 However, the lithiation mechanism for rGO was poorly understood 

relative to that of graphite-based cells, where differences in the mechanisms are evidenced by its 

increased capacity over graphite (600-1000 mA h g-1 vs 372 mA h g-1). To better understand the 

evolution of the SEI layer on rGO, in situ studies employing Raman spectroscopy and an NMR 

battery cell were conducted to monitor the temporal evolution of the G-band and 7Li signal 

during the charge and discharge cycle.577 
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For both the graphite and rGO anodes, the in situ Raman shows a decrease in the G-band 

at ~1582 cm-1 as the battery was discharged. This was ascribed to a resonance loss by the 

intercalation of Li, increasing the homogeneity of the sample. In the case of graphite, a 9 cm-1 

upshift is observed during cathodic polarization due to the donated electrons to the carbon. 

Contrasting the graphite’s loss of G-band below 0.2 V, the rGO sees this disappearance around 

0.3 V. To provide additional insight, Tang et al. used in situ 7Li NMR to monitor the specific 

chemical environments of lithium species. A number of distinct lithium species were detected in 

the in situ experiments. Upfield, a broad peak at -3 ppm and a few small, sharp peaks around 0 

ppm were present. The sharp peaks at 0 are indicative of solvated lithium species while the broad 

signal is attributed to a combination of lithium intercalated into the rGO lattice and adsorbed on 

the surface functional groups present on rGO.665-666 Downfield, three peaks at 244, 250, and 265 

ppm are present that relate to the Li-metal electrode. The peaks at 244 and 250 were attributed to 

a 10 µm skin layer on the Li-metal surface while the 265 ppm peak was assigned to the Li-metal 

fibers perpendicular to the metal surface.539 Notable changes were observed for the broad peak at 

-3 ppm and the peak at 265 ppm that provided insight on the electrochemical process. As seen in 

Figure 26, the evolution of the various chemical species present could be tracked along the 

charge/discharge cycles. 

 



 

 

483 

 

Figure 26. In situ NMR peak area evolution of the (a) -3 ppm broad and (b) 265 ppm peaks during the charge and 

discharge cycles. Reprinted with permission from J. Phys. Chem. C 120, 5, 2600-2608. Copyright 2016 American 

Chemical Society. 577 

The -3 ppm peak intensity evolution shows the clear enhancement of signal over the 

course of the experiment, approximately quadrupling in intensity by the end of the third charge 

cycle. The intensity of the intercalated/adsorbed lithium species is shown to increase over the 

discharge periods and reduce in abundance as the cell is charged. Conversely, the Li-metal fibers 

(256 ppm) remain nearly absent until charging initiates, reaching a maximum at the end of the 

first charging cycle. As discharging is initiated, the peak intensity falls as lithium ions are peeled 

from the surface of the metal. The concurrent and opposite behaviors during cycling demonstrate 

well the fate of Li species in electrochemical cycling. Tang et al. made the interesting 

observation that only a small portion of the -3 ppm species is participating in the cycling, 

suggesting that a majority of the lithium that had moved to rGO were inactive and participating 

in the formation of the SEI with the surface functional groups (-H, -OH, -COOH, -C=O, etc.). 
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The second charge/discharge cycle demonstrated an increased Li-metal species compared to the 

first cycle, showing a relative stabilization of the SEI after the first cycle. This observation was 

confirmed by the third cycle, which may serve to explain the high capacity of rGO during the 

first cycle and reliability during subsequent cycles, quantified by the area of the Li-metal peak. 

Combined with the CV and additional NMR experiments, it was concluded that the 

primary difference between rGO and graphite was the preference of rGO to intercalate Li via 

surface adsorption instead of the conventional graphite mechanism. The passive SEI in rGO was 

formed during the first electrochemical cycle and was stabilized afterward. Approximately 36% 

of the intercalated Li+ was recycled during the first cycle. While the detailed structure of Li in 

the SEI could not be resolved, the differentiation between Li+ in the SEI and the counterpart on 

the rGO is directly visible as a function of time and electrochemical cycling. This study 

highlights the power of NMR to observe quantitative, real-time descriptions of battery 

constituents under unique chemical environments. Additional NMR studies related to this topic 

have made a variety of contributions to our understanding of Li-ion batteries.541, 573, 582 Important 

and decisive observations, such as the mass transport limitations present in high-power Li-ion 

powered vehicle applications, are greatly assisted by these in situ NMR methods.667  

5.4. In-situ and ex situ high-field NMR studies of Li-metal batteries 

Li-metal batteries offer a high energy density option relative to Li-ion battery technology, 

but also pose a number of challenges in the safe recharging of the cell. The origin of the 

rechargeable Li-metal battery research finds itself in the 1970s.668 Of interest as an anode due to 

its low electrochemical potential (-3.04 V with respect to hydrogen electrode), low material 

density (0.534 g cm-3), and high theoretical capacity (3860 mA h g-1), limited success was 
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realized due to poor columbic efficiency and dendritic growth of Li during charging cycles.669-670 

The cycling stability of Li strongly depends on the interactions with the electrolyte, in particular 

where organic solvents render Li unstable and promote the formation of these microstructures. It 

has been identified that addition of certain species to the electrolyte forms a uniform, solid SEI 

or alloy with Li during deposition that can suppress dendrite formation and thus increase the 

cycling life.671-675 For example, one approach to suppress dendritic growth is based on a self-

healing electrostatic shield where low concentrations of Cs+ or Rb- in the base electrolyte form a 

positively charged electrostatic shield around the nucleation points (Li tips). This forces 

deposition to adjacent regions to reduce dendrite formation.676 Microscopy even identified a 

dendrite-free Li film, suggesting the presence of synergistic effects between the Cs+ and SEI.677 

Previous in situ NMR investigations on Li batteries have quantitatively tracked the real time 

dynamics under working conditions.542, 563, 567 One study even highlighted the deposition of 

dendritic Li on the Li electrode during cycling.539 This study, however, found a wide range of 

possible shifts (242 to 272 ppm) for a given species depending on its orientation with respect to 

the magnetic field. To amplify potential important signals in this region, the bulk magnetic 

susceptibility effect was clarified by employing planar symmetric Li metal cells measured as a 

function of the normal direction relative to the magnetic field for the study of the Li-metal 

battery system with and without the Cs+ additive.585 

The study highlighted the importance of Cs+ in the formation of well-aligned Li nanorods 

and reversibility of the Li electrode. Though a number of studies readily utilize 7Li NMR, this 

one also incorporated 133Cs NMR technics to probe the dynamics of Cs+ in the battery. The in 

situ 133Cs NMR clearly showed the migration of Cs+ to the Li electrode to form a positively 
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charged electrostatic shield during the charging process, evidenced by a significantly broadened 

signal compared to the narrow signal of a solvated Cs species. It was found that the Cs intensity 

was retained and reversibly solvated at the other end of the electrochemical cycle. The results 

also indicated a much larger fraction of the Li taking part in the cycling process when the 

additive was present. The rods generated in the absence of Cs tended to be much thicker and lead 

to a large fraction of inactive lithium species. 

In addition to in situ Li-metal investigation, NMR has provided unique insights with ex 

situ techniques, particularly for low-sensitivity nuclei. The formation of new SEI layers as the 

battery was cycled that trap metallic lithium in the passivation film poses a potential safety 

hazard, making the SEI a target for detailed investigation.678-679 One notable example of ex situ 

NMR took advantage of 1H, 6Li, 13C, and 19F NMR to study the SEI formed on the copper 

electrode. Wan et al. employed the unique advantages of 6Li NMR over 7Li NMR to obtain a 

higher spectral resolution in the recovered SEI of a number of Cu|Li cells.680  

This work analyzed the SEI extracted from Cu|Li cells  using two different concentrations 

of lithium bis(fluorosulfonyl)imide (LiFSI) in 1,2-dimethoxyethane (DME) as electrolytes 

(LiFSI-DME samples), including one lithium bis(trifluoromethanesulfonyl)imide (LiTFSI)-DME 

sample. The cells were cycled such that a 1 h deposition time was utilized to a capacity of 1.0 

mA h cm-2 and the stripping was controlled to an upper cutoff voltage of 0.5 V vs Li/Li+. These 

cells were cycled 200 times prior to SEI extraction, preparation, and loading into a sealed 3.2 

mm MAS rotor for ex situ 6Li MAS NMR measurement. The authors were able to identify a 

number of lithium species using high-field 6Li NMR spectroscopy. Across all samples 

investigated, metallic Li (264 ppm) was present that can stem from dead Li and broken dendrites 
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that failed to cycle during the final delithiation stage. Relatively more metallic lithium is present 

in the least concentrated electrolyte (i.e., the 1 M LiFSI-DME), but fewer lithiated species can be 

observed compared to the other two concentrations, showing the clear impact of solution 

concentration on lithium species. By employing reference compounds and taking advantage of 

the higher spectral resolution afforded by 6Li NMR over 7Li NMR, six additional Li species were 

identified in the SEI of these cells:  LiFSI, LiF, Li2O2, Li2S, and Li2O. Fluorine-containing 

compounds were verified by 19F MAS NMR due to the highly sensitive nature of these signals to 

the chemical environment of F. 1H and 13C MAS NMR were also used to rule out potential Li 

species. 

The spectra from the 15 to -15 ppm region can be viewed in Figure 27. The 4M LiFSI-

DME sample (Figure 27a) contained Li2O (2.8 ppm), Li2S (2.4 ppm), LiOH (1.3 ppm), Li2O2 (-

0.1 ppm), LiF (-0.9 ppm), and LiFSI (-1.8 ppm). The 1M LiFSI-DME sample (Figure 27b) could 

be deconvoluted with peak that aligned well to those of the 4M LiFSI-DME sample, except that 

no 19F peak was present, suggesting that the -1.1 ppm peak is a different species from LiF; a 

number of options were proposed in the full text. Figure 27c shows the spectrum for the 3M 

LiTFSI-DME sample, which showed similar features as the 4M LiFSI-DME sample, but without 

Li2O and the presence of LiTFSI instead of LiFSI. Higher concentrations of LiFSI/DME resulted 

in an overall thicker SEI with fewer dead Li-metal species. This trend was observable across the 

three samples and explained the enhanced electrochemical performance at high LiFSI 

concentrations in DME. While this is one example of ex situ NMR assisting in the 

characterization of how Li-metal battery formulation impacts the SEI, numerous others are 

available in the literature.597, 681 
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Figure 27. The expanded spectral region plots between -15 and 15 ppm and the deconvolutions of the 6Li MAS NMR 

spectra obtained at high field of 850 MHz spectrometer for the SEIs harvested from Cu|Li batteries with (a) 4 M 

LiFSI-DME, (b) 1 M LiFSI-DME, and (c) 3 M LiTFSI-DME as electrolyte. Peaks are assigned to Li2O (2.8 ppm), Li2S 

(2.4 ppm), LiOH (1.3 ppm), Li2O2 (-0.1 ppm), LiF (-0.9 ppm), and LiFSI (-1.8 ppm). Reprinted with permissions from 

ACS Appl. Mater. Interfaces 9, 17, 14741-14748. Copyright 2017American Chemical Society.680 

5.5. Ex-situ NMR studies of solvation structures 

A key component to battery systems are the electrolytes responsible for energy transfer. 

Their observation by NMR can lead to a detailed understanding of the electronic environment 

and thus their molecular arrangements. While a number of electrolyte components have been 

mentioned previously, less abundant and recorded nuclei can provide valuable insight.  The 

challenge associated with this, however, is the low concentration and abundance of species, such 

as 17O in nonaqueous carbonate electrolytes.682 In this, Bogle et al. were the first to employ 
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natural abundance 17O NMR measurements to such electrolyte systems, demonstrating a 

maximum of six ethylene carbonate molecules in the Li+ solvation sheath accompanied by 

dimethyl carbonate. 

Often, a confident assignment of signals for such electrolyte systems is hindered by the 

structural interpretation of the lines observed. Without supporting experimental data for similar 

structures and trends, it can be very challenging to describe the exact coordination of molecules 

in the electrolyte, necessitating the application of theoretical calculations. Our group’s recent 

work highlights the power of combining NMR spectroscopy with high-level theoretical 

calculations for a deeper understanding of battery-related electrolyte systems.683 For such 

applications, our group utilizes often a specialized large sample volume probe established for 

ultra-high field (850-900 MHz) was employed.387, 684-685 The probe permitted up to 2 ml in 

sample volume, allowing for natural abundance detection of Mg at concentrations as low as 10 

mM within just a couple hours of sampling (S/N ~ 60). The first reported application of the 

probe with respect to battery technology employed the technology for analyzing the natural 

abundance 17O signals in lithium-based electrolytes.684 In this work, Deng et al. collected natural 

abundance 17O spectra of Li-bis(trifluoromethane sulfonyl) imide (LiTFSI) at concentrations 

around 20 mM to elucidate the solvation structures of LiTFSI in various solvents and mixtures of 

the solvents. Accompanying the high-sensitivity NMR studies, DFT-based models of the 

solvation structures helped determine the coordination and exchange structures of Li+ in the 

solvents at various concentrations in an attempt to understand the barriers a given electrolyte 

might encounter during battery operation. A more recent study highlights this principle by 

combining electrochemical evaluation, high-field natural abundance 25Mg NMR, classical 
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molecular dynamics simulations, and DFT-based chemical shift calculations to understand the 

solvation structure for Mg-based battery technology.686 

Due to a rise in evidence suggesting that the solvation structure of a liquid electrolyte has 

a dramatic impact on the electrochemical performance of batteries, a detailed investigation of 

Mg-battery electrolytes was conducted by dissolving magnesium borohydride [Mg(BH4)2] and 

Mg(TFSI)2 in diglyme (DGM).623, 687-688 The rational development of improved electrolytes 

requires an understanding of how the components interact with each other, and as such, how the 

solvation structure plays an important role in the resulting properties. Mg batteries offer an 

attractive alternative to Li-ion designs due to the potential to triple the volumetric energy 

density.382 However, a number of challenges exist in utilizing Mg as an energy carrier. One 

prominent drawback is the employment of an electrolyte capable of operating across a wide 

electrochemical window while simultaneously allowing reversible plating/stripping of Mg. [30] 

Since Mg forms an ionically blocking layer when exposed to oxygen, inhibition of deposition is 

a difficult challenge for Mg-based battery systems to overcome, driving the need for a designer 

electrolyte system to either prevent or reduce this interaction of the SEI.689-690 Halo, organo, and 

organo-halo salts are known to allow reversible Mg deposition, but they have limited anodic 

stability and conductivity.691 A more conductive salt such as Mg(TFSI)2 suffers from difficulties 

in the reversible stripping process. To better understand how continued improvements to these 

electrolytes can be realized, a detailed assessment of the structural aspects is required to 

understand the solvation environments. 

Our team has investigated the solvation structures of Mg2+ with varying concentrations 

and combinations of TFSI- and BH4
- mixtures using a combined experimental and theoretical 
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approach, chiefly employing the large sample volume probe for natural abundance 25Mg NMR 

measurements combined with quantum chemistry calculations and molecular dynamics 

simulations to relate the electrolyte structures to their electrochemical performance.686 The 

experimental results as well as the predicted shift accounting for molecular exchange are 

presented in Figure 28. Figure 28a shows the experimental results of the natural abundance 25Mg 

experiments from pure 0.01 M Mg(BH4)2 (a), mixed Mg(BH4)2 and Mg(TFSI)2 electrolytes (b-f) 

to pure 0.4 M Mg(TFSI)2 (g). The observed experimental shifts of the various counter-ion 

concentration ratios agree well with those predicted based on the molecular exchange principle: 

𝛿𝑚 =
𝑐1

𝑐1 + 𝑐2
𝛿1 +

𝑐2

𝑐1 + 𝑐2
𝛿2 

where ci is the concentration of a given species and δi is the chemical shift of the pure, dilute Mg 

salt. 

To interpret the results, molecular dynamics simulations were employed to predict likely 

structures of the salts at various concentrations. Analyzing the residence time and radial 

distribution of the molecules in the simulation provided a clearer picture of which structures 

were most likely and to which electrolyte components Mg shared coordination. The resulting 

structures were then used as models for DFT-based chemical shift calculations. This approach 

assisted in interpreting the NMR data to provide clear evidence on the solvation structures of the 

electrolytes due to the agreement between experimental and computational data. 
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Figure 28. a) 25Mg NMR spectra of Mg(BH4)2 and Mg(TFSI)2 dissolved in DGM with different concentrations of 

(Mg(BH4)2: Mg(TFSI)2). (a) 0.01 M : 0 M; (b) 0.01 M : 0.001 M; (c) 0.01 M : 0.0025 M; (d) 0.01 M: 0.005 M; (e) 

0.01 M : 0.01 M; (f) 0.01 M: 0.04 M; (g) 0 M : 0.4 M. b) correlation between the predicted chemical shifts and 

experimental results. c) proposed solvation structure rearrangement mechanism. The labels on the points are the 

molar ratios of Mg(BH4)2 : Mg(TFSI)2. Adapted with permissions from Nano Energy 46, 436-446. Copyright 2018 

Elsevier.686 

For the pure Mg(BH4)2 salt dissolved in DGM, the 1st solvation shell contains two BH4
- 

anions and one DGM as a tridentate chelating the Mg2+, the second shell has 5-6 DGMs. The 

Mg(TFSI)2 dissolved in DGM appears to take a first solvation shell containing one DGM as a 

tridentate ligand and a second as a monodentate ligand. A single TFSI- donates an oxygen and 

nitrogen atom to the Mg2+ cation. The second solvation shell contains ~4 DGM molecules. When 

the two salts are mixed, a fast exchange between the two pure component structures was 

discovered that proceeds through a third, intermediate structure containing one of each BH4-, 
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TFSI-, and DGM in the first solvation shell and 5 DGMs in the second shell. This intermediate 

structure was classified by molecular dynamics and accurately explains the observed shifts at 

high salt concentrations. The efficiency of the electrochemical performance was maximized at a 

BH4-:TFSI- ratio of 1:4 and was attributed to the enhanced molecular dynamics and improved 

stability of the TFSI identified by the combined NMR and computational approaches. This work 

provides a clear demonstration of the power of NMR in characterizing the effect of the 

electrolyte solvation structure on electrochemical performance. 

Combined computational and NMR efforts have also improved scientific understanding 

of electrolyte mixtures in redox-flow batteries. Investigations of electrolyte stability led to the 

development of a mixed-acid system with a dramatic increase in energy density and stability 

over conventional vanadium redox-flow batteries, for which NMR and theoretical evidence were 

combined to suggest the effect could be attributed to improved anion selection for the ligand 

exchange process.604-605 Similar concepts were applied to lithium-based redox-flow systems. 

Comprehensive NMR and DFT analysis was used to design and characterize an ionic-derivatized 

ferrocene to be the active redox species in the electrolyte. The enhanced dynamic interactions 

between solvent and electrolyte led to increased solubility that improved battery performance. 

Characterization identified that the Li-graphite anode prevented dendritic growth and SEI 

instability to promote stability over many charge-discharge cycles.692 Indeed, the combination of 

NMR with DFT calculations of the chemical shift has deepened the pool of knowledge relating 

to electrolyte structures, but the dynamics of these processes are important too. Briefly, the role 

of NMR and MD calculations in elucidating battery science will be mentioned. 
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Since solvation structures are in constant motion and chemical species in electrolytes are 

diffusing, pulse-field gradient (PFG) approaches have also been employed to elucidate the 

solvation structure and dynamics.693-694 This technique has been used to show the strong 

relationship between cationic transference number and diffusivity.695  Robust efforts to predict 

specific diffusion constants have also been proposed based on extensive NMR efforts.696 Due to 

the empirical nature of these models, a more theoretical approach could provide a deeper 

understanding of diffusion in electrolyte systems. To support measurements of structure and 

diffusion, computational MD predictions the diffusion constants can be well-matched with 

experimental values.697 In this way, computational efforts that are not DFT-based have also 

played an important role in characterizing electrolyte systems. 

5.6. Magnetic Resonance Imaging 

Worth mentioning, magnetic resonance imaging (MRI) is a technology closely related to 

NMR that has also been used in battery science to visualize the growth patterns of dendrites.698-

699 This magnetic resonance technique has provided insight on the unique structures present on 

electrodes, including dendritic formation mechanisms, the impact of cycling, and important 

concepts in improving the design of battery materials.699-700 A number of atoms that are 

commonly found in the cathodes, anodes, and electrolytes of batteries, such as Li, O, C, H, N. 

Na, Mg, etc., are suitable for detection with MRI, making it a highly relevant tool for discovery 

of the transformations taking place during the charge/discharge cycles of a variety of 

electrochemical cells.  One such example is the concentration gradient of ions in electrolyte that 

form when current is applied. In situ 7Li imaging was applied to demonstrate this in Li-ion 

systems, showing directly local differences during in situ operation.701 Combining this with 
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diffusion measurements has also provided a time and specially resolved picture of the diffusive 

behavior of electrolytes in a battery. 702 MRI has also been applied to show changes in the 

magnetic field around a battery, circumventing the need for RF penetration into the cell. In this 

way, changes in susceptibility related to lithiation can be observed and the potential for MRI to 

detect defects in a cell has been suggested, offering a powerful, non-invasive tool for battery 

assessment.703 Already it has been demonstrated to aid in the understanding of the irreversible 

nature of degraded battery performance resulting from Li microstructures and non-uniform 

lithium distribution on graphite. Given the ability to visualize distributions of species 

(electrolytes, charges, etc.) MRI provides a unique spacial description of battery cells during 

operation. Doubtless, with the advantages magnetic resonance imaging can provide, it will 

continue to be an essential asset to in situ battery research. 

6. Concluding remarks & outlook 

Given the importance of batteries in modern society, a deep understanding of these 

chemical systems at the molecular level is of paramount importance for continued technological 

advancement. Understanding the failure mechanisms and properties of different batteries will 

direct future research efforts to solving the key challenges in capacity, longevity, and efficiency. 

Herein, we have outlined the technological advances and techniques that make such discoveries 

possible. In situ NMR is truly a powerful tool for battery research and has been used as such for 

about two decades to better understand these electrochemical systems. We have shown the 

unique advantages NMR processes over other techniques and the importance of in situ 

measurement where some species can only be observed when current is applied to the real, 

functioning battery. Additionally, we have shown the unique advantages of conducing 6Li, 17O 
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and 25Mg NMR at the ultra-high field of 850 MHz for obtaining the detailed chemical 

compositions in the cycled electrodes and the solvation structures of ions in electrolytes by 

coupling with molecular dynamics studies and DFT NMR calculations. Continued progress will 

be made in the area where further research will be focused on applying the newest cell designs 

with O-ring sealing for handling elevated temperature and pressure and 3-D printed bodies for 

long-run studies of battery cycling. Future efforts to enhance the signal for detection of less 

abundant nuclei in these batteries is also an area of interest and may be realized by applying 

additional cells in parallel.  Other sensitivity enhancement techniques, notably, the technique of 

dynamic nuclear polarization (DNP) that can potentially increase an NMR signal by up to 2-4 

orders of magnitude via transferring paramagnetic electron polarization from a polarization agent 

by taking advantage of the much larger electron Zeeman interaction, 704, 705,706 may further help 

to advance the application of NMR in energy storage research. One final area that lacks 

extensive literature is the detailed time scale information on various processes that NMR can 

probe.697 Such information will provide unprecedented insight into the interaction mechanisms 

and molecular motion at play within these systems. Regardless of the focus of these next 

developments, NMR will clearly maintain importance in understanding the electrochemical 

process as new battery systems are developed that progressively improve our current technology 

as the iterative approach dictates. 

 


